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Abstract: With the explosive growth of information on the internet, users are increasingly facing the problem of 

information overload, making precise news and ad recommendations an important area of research. While 

traditional recommendation algorithms can meet user needs to some extent, they still have limitations in dealing 

with complex and changing user behaviors and dynamic content environments. This paper addresses the 

shortcomings of existing news and ad recommendation systems by proposing an intelligent recommendation 

algorithm based on an end-to-end large language model architecture. Firstly, we utilize the BERT model as the 

foundation, leveraging its powerful text representation capabilities to achieve deep semantic understanding of 

news and ad content, thereby capturing more detailed content features. Secondly, we apply prompt learning to 

fine-tune the BERT model, designing specific prompts for the model to better understand the implicit needs and 

preferences of users. Finally, we integrate these steps into an end-to-end architecture, enabling the model to 

achieve automated learning and optimization throughout the entire process from input to output, thus improving 

the precision and efficiency of recommendations. Experimental results demonstrate that the proposed method 

significantly outperforms traditional methods in the task of news and ad recommendation, not only enhancing 

the accuracy and relevance of recommendations but also effectively improving the model's interpretability and 

flexibility. This research explores new possibilities for the application of large language models in 

recommendation systems.
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1. Introduction

With the rapid development of internet technology, the global volume of data has been experiencing 

explosive growth, resulting in users facing an increasing amount of information daily. In this environment of 

information overload, providing users with precise and personalized content recommendations has become a key 

focus for both academia and industry [1]. As an effective tool to address information overload, recommendation 

systems have been widely applied in fields such as e-commerce, social media, and news portals [2]. In recent 

years, deep learning models have achieved significant progress across various fields [3–5]. Machine learning-

based fault prediction and diagnostics have been integrated into recommendation systems to enhance stability 

and accuracy, particularly in handling data anomalies and detecting user behavior biases [6, 7]. However, 
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traditional recommendation systems, which mainly rely on collaborative filtering and content-based algorithms, 

although achieving some early success, often show significant shortcomings when faced with the complex and 

variable needs of users and the diversification of content. These shortcomings include issues such as the cold 

start problem, data sparsity, and recommendation content homogeneity [8].

To address these issues, researchers have proposed various improved algorithms and strategies in the fields 

of image classification, news classification, and semi-supervised learning [9, 10]. For instance, matrix 

factorization-based recommendation methods, which uncover latent preference patterns by decomposing the 

user-item rating matrix, have made some progress. Deep Neural Networks (DNN) [11] and Recurrent Neural 

Networks (RNN) [12] have brought new possibilities to recommendation systems, particularly excelling in 

capturing nonlinear relationships and temporal sequence patterns. Graph Neural Networks (GNN) [13], by 

constructing graph structures between users and content, can better capture complex interaction patterns. 

Additionally, multi-model integration strategies have been widely applied in malware detection, enhancing 

system robustness through machine learning algorithms and offering improved paths for optimizing 

recommendation systems [14, 15]. Attention mechanism-based recommendation models, such as Transformer 

[16], have greatly enhanced the model's ability to understand user behavior sequences. Although these 

recommendation systems can provide users with personalized news and ad recommendations to some extent, 

they still face numerous challenges in practical applications due to the diversity of user needs and the 

complexity of content forms. Firstly, some recommendation algorithms show significant limitations in dealing 

with issues like cold start, data sparsity, and content homogeneity, resulting in recommendation outcomes that 

cannot fully meet users' personalized needs [17, 18]. Secondly, existing models often struggle to capture deep 

semantic information when processing complex natural language texts, making it difficult to improve the 

accuracy and relevance of recommendations. Moreover, many recommendation systems lack a deep 

understanding of user intent, leading to lower relevance of the recommended content and poor user experience 

[19]. In response, some studies have applied attention mechanisms combining DCGAN and autoencoders, 

significantly enhancing model classification and system robustness, offering new insights for optimizing 

recommendation systems [20,21].

With the rapid advancement of Natural Language Processing (NLP) technology, the emergence of pre-

trained models like BERT [22] offers new possibilities for enhancing recommendation system performance. In 

this context, large-scale dataset analysis of economic stability has expanded the application of machine learning 

algorithms and provided new data insights for user segmentation in recommendation systems [23, 24]. The 

BERT model, through its bidirectional encoder mechanism, can deeply understand textual semantics and capture 

complex relationships between contexts, providing strong support for content understanding and user profile 

construction in recommendation systems. However, relying solely on the BERT model for feature extraction still 

struggles to fully address the diversity of user needs and the personalization of recommended content. On this 

basis, Prompt Learning [25,26], as an emerging learning paradigm, has shown great potential. By introducing 

appropriate prompts in the input, Prompt Learning can guide large language models to generate outputs more 

aligned with user expectations, thereby enhancing the model's ability to understand user intent. This method 

offers a novel optimization pathway for recommendation systems, particularly in responding to dynamically 

changing user needs and content environments, significantly improving the relevance and accuracy of 

recommendation results. To fully leverage these advanced technologies, this study aims to construct an end-to-

end intelligent news and ad recommendation model based on Prompt Learning within a large language model 

framework. Through this approach, we expect not only to solve many issues of traditional recommendation 

systems but also to enhance the model's capabilities in handling complex natural language texts and 

understanding user intent, thereby providing users with more accurate and personalized recommendation 

services.

The structure of this paper is as follows: The first section introduces the background, motivation, objectives, 

overall structure of the paper, and main contributions, clearly outlining the research direction and goals, laying 

the foundation for the subsequent content. The second section reviews the major research progress in the field of 

recommendation systems, analyzing the current application status of these technologies in news and ad 
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recommendation and their limitations. The third section provides a detailed description of the design and 

implementation of the intelligent news and ad recommendation algorithm proposed in this paper. First, it 

introduces the application of the BERT model in text representation, then discusses the introduction of Prompt 

Learning and its specific implementation in the recommendation system, and finally describes the integration 

and optimization process of the end-to-end architecture. The fourth section introduces the experimental 

environment, dataset selection, and evaluation metrics, and presents the experimental results. Through 

comparative analysis, it verifies the accuracy of the proposed algorithm in recommendations and discusses the 

experimental results in detail. The fifth section summarizes the main contributions and outcomes of the research, 

reviews the effectiveness of the proposed method, and suggests further optimization and expansion possibilities 

in the news and ad recommendation system.

The main contributions of this paper include:

1. Introducing the BERT model into news and ad recommendation systems, fully utilizing its bidirectional 

encoder mechanism to deeply understand the semantics of news and ad texts. BERT can capture the complex 

semantic relationships between contexts, thereby generating more accurate text feature representations. This 

allows better adaptation to the diverse content needs of users, overcoming the limitations of traditional 

recommendation systems in dealing with complex texts.

2. Introducing the Prompt Learning method into the recommendation system. By designing specific prompts 

in the model input, the model is guided to generate outputs that better meet user expectations. This not only 

enhances the model's ability to understand users' implicit needs and preferences but also allows for dynamic 

adaptation to changes in user behavior, improving the relevance and personalization of recommendation results. 

By integrating accelerated attention mechanisms and implicit contrastive learning, the system's performance in 

handling heterogeneous data is further enhanced, leading to more accurate outcomes across diverse user groups 

[27,28].

3. Integrating BERT's text representation, Prompt Learning's fine-tuning, and the overall process of the 

recommendation system. Through this end-to-end architecture design, the model can achieve automated learning 

and optimization throughout the entire process from data input to recommendation output, avoiding the error 

accumulation issues that may arise in traditional step-by-step methods, thereby improving system efficiency and 

performance. Additionally, the model's design incorporates successful experiences from deep neural networks in 

image recommendations, particularly in social networks, further improving the system's recommendation 

performance [29,30].

2. Related Work

As a core technology for addressing the problem of information overload, recommendation systems have 

been widely adopted in various internet applications and have undergone rapid evolution from simple rule-based 

algorithms to complex deep learning models. The development of recommendation system technology has gone 

through several major stages, starting from early methods based on collaborative filtering and content 

recommendation, gradually evolving to more complex algorithms based on matrix factorization and deep 

learning [31,32]. Although traditional recommendation methods achieved significant success in the early stages, 

they often fall short when faced with the diversity of user needs and the complexity of content. In recent years, 

the rise of deep learning technologies, including Neural Collaborative Filtering (NCF), Graph Neural Networks 

(GNN), and attention mechanism-based models [33], has greatly advanced the progress of recommendation 

systems. Moreover, by integrating heterogeneous information streams from various fields and incorporating a 

time-adaptive sentiment tracking mechanism, the recommendation model's adaptability to complex content 

environments is further enhanced [34,35]. However, these methods still face challenges in dealing with dynamic 

user needs and complex content environments.

In recommendation systems, the BERT model has become an important tool in the field of natural language 

processing. The BERT model, with its powerful semantic understanding capabilities, significantly improves the 

representation of textual content, enabling recommendation systems to better understand user interests and 

content features. Yi Yang et al [36]. proposed an enhanced Video BERT (EVB) method, which combines the 
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advantages of Tree-based Deep Model (TDM) to optimize the efficiency of Video BERT in large-scale video 

retrieval. EVB achieves practical application in video advertising platforms by integrating local features and 

dynamic structure optimization, significantly improving conversion rates (CVR) and click-through rates (CTR). 

Kezhi Lu et al. [37] proposed a neural personalized recommendation system called BERT-RS. This method uses 

BERT to extract semantic representations from textual reviews and user-item interactions and generates latent 

representations of users and items through three different deep architectures, ultimately used for personalized 

recommendation tasks. Ikram Karabila et al [38]. proposed a personalized e-commerce recommendation system 

enhanced by BERT-based sentiment analysis. This method is implemented in three steps: first, a fine-tuned 

BERT model is developed for accurate sentiment classification; second, a hybrid recommendation model based 

on collaborative filtering is created; finally, the sentiment analysis results from BERT are used to improve the 

product selection process. This method significantly enhances the accuracy and personalization of the 

recommendation system, performing excellently in the e-commerce domain. However, the application of the 

BERT model in recommendation systems also faces challenges such as high computational complexity and 

substantial training resource requirements, which somewhat limit its widespread application in recommendation 

systems. Prompt Learning, an emerging fine-tuning method, can guide large language models to better 

understand task requirements and generate expected results by designing reasonable prompts. Lei Li et al. [39] 

proposed two prompt learning-based methods to improve the interpretability of recommendation systems: 

discrete prompt learning and continuous prompt learning. Discrete prompt learning integrates user and item IDs 

into the pre-trained model through substitute words, while continuous prompt learning directly inputs ID vectors 

and proposes sequential fine-tuning and recommendation regularization training strategies. Results show that the 

continuous prompt learning method outperforms traditional baseline methods across multiple datasets. Ye Jiang 

et al. [40] proposed the SAMPLE framework for fake news detection. SAMPLE applies prompt learning to 

multimodal fake news detection, using three prompt templates and a soft verbalizer to identify fake news and 

introducing a similarity-aware fusion method to adaptively merge the strengths of multimodal representations, 

reducing noise caused by irrelevant cross-modal features. Tao Guo et al. [41] proposed the pFedPrompt method, 

which enhances personalization in federated learning by learning personalized prompt words in vision-language 

models. Leveraging the advantages of multimodality, this method learns user consensus in the language space 

and adapts to user characteristics in the visual space, achieving comprehensive personalization of prompt words. 

However, research on prompt learning in the field of ad recommendation is still in its early stages, and how to 

design effective prompts to optimize the performance of recommendation systems remains a topic worthy of in-

depth research.

In this study, we combine the powerful semantic representation capabilities of the BERT model with the 

flexible fine-tuning characteristics of prompt learning to propose an end-to-end news and ad recommendation 

system. The end-to-end recommendation system architecture integrates the entire recommendation process into 

a unified model, achieving automated learning and global optimization, simplifying the design and 

implementation of the recommendation system. Compared to traditional modular recommendation systems, the 

end-to-end architecture can automatically extract features, optimize the model, and reduce information loss 

during data transmission. This enables better capture of user interests and needs, effectively matching suitable ad 

content, thereby significantly enhancing the effectiveness of the recommendation system. This architecture has 

been widely applied in fields such as e-commerce, video recommendation, and social media, utilizing deep 

neural networks, graph neural networks, and Transformer models to improve recommendation outcomes.

3. Method

Figure 1 shows the overall architecture of the end-to-end large language model recommendation algorithm 

based on prompt learning. The figure includes several key components: First, the original input is processed by 

the prompt encoder to generate fixed and adjustable tags. Then, these tags are processed together with the 

original input through the embedding layer to form a complete embedding vector. Next, the embedding vector is 

encoded through the Transformer encoder, the label word embedding is added, and finally the output prediction 

is generated. This process shows how the model combines prompt learning with the BERT architecture to 
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achieve an automated recommendation process from input to output.

3.1. BERT Network Architecture

BERT considers the relationship between each word and other words in a sentence through a bidirectional 

attention mechanism, thereby capturing richer contextual information. This enables it to perform exceptionally 

well in various natural language processing tasks. BERT is based on the Transformer model, which consists of 

multiple self-attention layers and feed-forward neural network layers. The core components of the Transformer 

include the multi-head self-attention mechanism, residual connections, and layer normalization. The algorithm 

architecture diagram is shown in Figure 2.

Figure 2.　BERT network architecture diagram.

The input representation of BERT is composed of three parts: token embeddings, position embeddings, and 

segment embeddings. Token embeddings convert the input words into dense vector representations. For 

Figure 1.　Overall algorithm architecture.
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example, if the input sentence is "[CLS] This is a book [SEP]", each word will be mapped to a vector of fixed 

dimensions. Position embeddings provide positional information for each word in the sentence through 

positional encoding. For the ith word in the input sequence, its position embedding can be represented as:

PE(i2j)= sin ( i

100002j/dmodel ) (1)

PE(i2j + 1)= cos ( i

100002j/dmodel ) (2)

Where i is the word position, j is the dimension, and d{ }model  is the dimension of the embedding.

Paragraph embedding is used to distinguish different sentence fragments. In BERT, two sentence marker 

symbols [SEP] are usually used to represent different paragraphs. The final input representation is the vector 

sum of these three parts:

Input Embedding = Token Embedding + Position Embedding + Segment Embedding (3)

The self-attention mechanism is a key component of BERT. It captures contextual information by 

calculating the relevance of each word in the input sequence to all other words. For a given input sequence X, 

the self-attention mechanism is computed as follows:

Attention(QKV )= softmax ( QK T

dk )V (4)

Here, Q, K, and V are the Query, Key, and Value matrices, respectively, obtained from the input X through 

different linear transformations. dk is the dimension of the Key, used to scale the dot product result.

BERT is pre-trained using two main tasks: the Masked Language Model (MLM) randomly masks some 

words in the input sequence (replacing them with [MASK]) and then lets the model predict these masked words. 

For example, if the input sequence is "[CLS] The [MASK] is on the table [SEP]", the model needs to predict 

that the word corresponding to [MASK] is "book". The objective of the MLM is to maximize the prediction 

probability of the masked words:

LMLM = ∑
tÎMASK

logP( |Xt Xmashed ) (5)

Where, xt represents the ttt-th masked word, Xmasked is the input sequence after some words have been masked. 

The model predicts the masked words based on the remaining context.

The Next Sentence Prediction (NSP) task predicts whether two sentences are consecutive to capture 

relationships at the sentence level. Given a pair of sentences, the model outputs a binary classification result. 

The objective of the NSP is to maximize the correct next sentence prediction probability:

LNSP =-log P(IsNext|X ) (6)

Where, X is the input sentence pair, which is the concatenation of two sentences, IsNext is a binary label that 

represents the relationship between the two sentences. If the second sentence follows the first, the label is 1; 

otherwise, the label is 0.

3.2. Prompt Learning

Prompt Learning is a technique for applying pre-trained language models to various downstream tasks by 

designing specific prompts within the input text. By leveraging the language generation capabilities of pre-

trained models, it can significantly improve model performance without the need for large amounts of labeled 

data. The core idea is to transform downstream tasks into something resembling a "fill-in-the-blank" or 

"complete-the-sentence" task, utilizing the pre-trained model's natural language understanding abilities to 

generate the desired output for the task. The prompt learning architecture diagram is shown in Figure 3.

Given an input text x , the traditional approach is to directly input this text into the model and obtain the 

output y. However, in Prompt Learning, we first convert x into an input x͂ that includes a prompt.

x͂ = template(x) (7)

Here, x͂ is a template function used to construct the prompt. This template function usually replaces some 

words or phrases in the input text with a "blank" position (e.g., [MASK]), or adds some prompt phrases before 
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or after the text. For example, for the sentence "This product is great," the template might be "This product is 

great, it is [MASK]," where [MASK] represents the word to be predicted by the model.

Next, the input x͂ with the prompt is fed into the pre-trained language model f (·), and the model predicts the 

word or phrase for the [MASK] position based on contextual information. This process is carried out by 

calculating the hidden state vector of the input.

P(y|x͂)= f (x͂) (8)

Here, P(y | x͂) represents the probability distribution of the output y given the input x͂ by the language model.

Once the model provides a prediction, the next step is to map the predicted result back to the label space of 

the target task. Let the mapping function be g (·), then the final output after mapping is:

y = g(argmax(P(y|x͂))) (9)

Finally, the performance of the model can be further optimized by tuning the prompts. This includes 

adjusting the length of the prompt, choice of words, and the position of the prompt.

3.3. End-to-End Architecture

End-to-end architecture refers to a unified model that directly maps input data to the desired output result 

without requiring manually designed intermediate steps. Compared to traditional multi-stage processing 

pipelines, end-to-end architecture is simpler and more efficient, reducing the accumulation of errors in the 

intermediate processes and improving the overall performance of the system. In end-to-end architecture, the 

entire system can be seen as a complex function mapping. Given an input x and a target output y, the traditional 

segmented approach might break down this mapping process into multiple steps, such as x® h1 ® h2 ® y, 

where h1 and h2 are intermediate features or outputs of subtasks. However, in end-to-end architecture, we 

directly generate the output y from the input x through a function f (·):
y = f (x ; θ) (10)

Where θ represents the parameters of the model, which are learned and optimized through training data.

Let’s assume the input x is a complex data structure; for instance, in natural language processing tasks, the 

input might be a sentence or a piece of text. First, we represent the input, usually by converting it into a dense 

vector representation x through an embedding method:

x = Embed(x) (11)

Here, the embedding function {Embed}(·) could be the output of a pre-trained model like BERT.

Next, the input is mapped to the output through a complex nonlinear function f (· ; θ ). This function is 

typically implemented using a deep neural network, consisting of multiple layers of neurons and nonlinear 

activation functions. For a neural network with L layers, the mapping process can be expressed as:

Figure 3.　Prompt learning architecture diagram.
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h(l)= σ(W (l)h(l - 1)+ b(l) ) l = 12L (12)

Where, h(0)=  x is the embedded representation of the input. h(l) is the output of the l-th layer. W (l) and bl are the 

weight matrix and bias vector of the l-th layer, respectively. σ(·) is the activation function, such as ReLU or 

Sigmoid.

Finally, the network's output h(L) is mapped to the target space, generating the final output y:

y =Output(h(L) ) (13)

4. Experiment

4.1. Experimental Environment

In this experiment, we used high-performance hardware configurations, including an Intel Core i9-10900K 

processor and an NVIDIA GeForce RTX 3090 graphics card, combined with 64GB of memory and a 1TB 

NVMe SSD, to ensure the speed and efficiency of model training. In terms of the software environment, the 

experiment was conducted on the Ubuntu 20.04 operating system, with Python 3.8 chosen as the programming 

language. For the deep learning framework, we used PyTorch 1.9. To fully leverage the computational power of 

the RTX 3090, we utilized CUDA 11.1 and cuDNN 8.0, ensuring efficient GPU acceleration. Data processing 

and development were primarily carried out using Pandas, NumPy, and Jupyter Notebook, while Git and GitHub 

were used for version control and collaboration.

4.2. Experimental Data

● OpenNewsArchive Dataset

OpenNewsArchive [42] is a high-quality news dataset that compiles 8.8 million news reports from 

mainstream media, covering multiple domains such as finance, health, military, and more. The dataset has 

undergone rigorous cleaning and deduplication to ensure purity and diversity, primarily consisting of news 

published in 2023. OpenNewsArchive is suitable for tasks like news recommendation, natural language 

processing, text classification, and sentiment analysis, making it an essential resource for developing and 

optimizing large language models. The dataset is available under the open CC BY 4.0 license, supporting non-

commercial research and development applications.

● MIND Dataset

MIND Dataset [43] is a large-scale news recommendation dataset released by Microsoft, designed 

specifically for researching personalized news recommendation systems. The dataset includes click behavior 

data from millions of users and detailed news content, including titles, summaries, categories, and entities. The 

MIND dataset is available in two versions, MIND-small and MIND-large, to cater to different research needs. 

The news content in the dataset is sourced from the Microsoft News platform, covering multiple domains such 

as politics, technology, entertainment, and more, making it suitable for various news recommendation and 

natural language processing tasks.

● AG News Corpus Dataset

AG News Corpus [44] is a widely-used news text dataset containing approximately 120,000 news articles, 

divided into four main categories: World News, Sports, Business, and Science & Technology. The news articles 

under each category have been preprocessed, making them suitable for text classification, natural language 

processing (NLP) tasks, topic modeling, and more. Due to its clear structure and diverse content, AG News 

Corpus is often used to train and evaluate machine learning and deep learning models, particularly in tasks like 

news classification and information retrieval.

● NewsQA Dataset

NewsQA Dataset [45] is specifically designed for research in machine reading comprehension and question-

answering systems. It contains over 100, 000 news articles from CNN, along with corresponding question-

answer pairs. What makes this dataset unique is that the questions are generated by human annotators rather than 

being directly extracted from the articles, resulting in a more complex relationship between the questions and 

answers. This makes NewsQA an important benchmark for evaluating machine reading comprehension abilities, 
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especially in tasks that require reasoning and semantic understanding.

4.3. Evaluation Metrics

● Accuracy

Accuracy measures the overall correctness of the model’s predictions, indicating the proportion of correct 

predictions out of all predictions made.

Accuracy =
TP + TN

TP + TN + FP + FN
(14)

where TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative. In a news 

advertisement recommendation system, accuracy indicates how many of the recommended advertisements are 

correct, including correctly recommended ads and correctly not recommending wrong ads.

● Precision

Precision measures the proportion of true positives among all the predictions classified as positive.

Precision =
TP

TP + FP
(15)

Precision indicates how many of the recommended advertisements are actually of interest to the user. It is a 

measure of the “precision” of the recommendation system.

● Recall

Recall measures the proportion of true positives that were correctly identified out of all actual positive 

samples.

Recall =
TP

TP + FN
(16)

Recall indicates the proportion of advertisements that the system successfully recommended to the user out 

of all ads that the user is actually interested in. It measures the “coverage” of the system.

● NDCG

NDCG is a metric that measures the quality of the ranking in the recommendation results, taking into 

account both the relevance of the recommended content and its position in the list. The higher the NDCG, the 

better the recommendation system is at not only recommending relevant ads but also ranking them according to 

the user’s interests.

NDCG =
DCG
IDCG

(17)

Where, 1 2

2 1
DCG

log ( 1)

irelp

i i=

−
=

+
  

, i represents the position of the item in the ranked list,reli is the relevance score 

of the item at position I, p is the number of positions considered in the list., IDCG =DCG for the ideal ranking. 

NDCG measures the overall quality of the recommendation list, considering both the position of the 

advertisements in the list and their relevance to the user.

4.4. Task Description

In this experiment, our goal is to predict the ad categories that users are most likely to engage with. Table 1 

shows the task description and data description of this article. By analyzing the user's historical ad interaction 

data (including ad categories, interaction time, engagement, etc.) and recent news reading behavior, we can 

identify the user's interest trends and engagement patterns. The experiment will combine time information and 

the user's interaction behavior in different time periods and different dates to infer the ad categories that users 

are most likely to be interested in at a given point in time. Ultimately, the model will output a set of ad category 

prediction results sorted by probability to help optimize the accuracy and user experience of the ad 

recommendation system.
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Table 1.　Task description and data description.

Section

Specify 
the task

Describe 
the data

Specify 
the 
number of 
output ad 
categories

Guide the 
model to 
“think”

Format 
the output 
and ask 
for 
explanatio
ns

Provide 
the data

Details

Your task is to predict the most relevant categories of advertisements (e.g., finance, sports, technology) 
for a user based on their news reading habits and content consumption history.

You will be provided with `<history>` which is a list containing this user's historical interactions with 
different categories of advertisements (e.g., finance, sports, health), then `<context>` which provides 
contextual information about the user's recent activities, including the news articles they have read. 
Interactions in both `<history>` and `<context>` are in chronological order. Each interaction takes on 
such form as (interaction_time, day_of_week, duration, ad_category, ad_id, engagement_level). The 
detailed explanation of each element is as follows:
interaction_time: the time of the interaction in 12h clock format.
day_of_week: indicating the day of the week.
duration: an integer indicating the duration (in minutes) of each interaction.
ad_category: a string representing the category of the advertisement (e.g., finance, sports, technology).
ad_id: an integer representing the unique advertisement ID.
engagement_level: a score representing the user’s level of engagement with the advertisement (e.g., 
click, view, ignore).
Then you need to predict the next likely category of advertisement that the user is most likely to 
engage with, denoted as ` <next_ad_category> `. The prediction target will include an unknown 
advertisement category denoted as `<next_ad_category>` and an unknown engagement level denoted 
as None, while time information is provided.

Please infer what the ` <next_ad_category> ` might be (the {k} most likely ad categories which are 
ranked in descending order in terms of probability).

Please consider the following aspects:
1. The engagement pattern of this user that you learned from `<history>`, e.g., repeated interactions 
with certain types of ad categories during certain times;
2. The context interactions in ` <context> `, which provide more recent activities of this user, 
particularly in terms of the types of news articles consumed;
3. The temporal information (i. e., interaction_time and day_of_week) of the target advertisement, 
which is important because people's ad engagement with different categories may vary during different 
times (e.g., nighttime versus daytime) and on different days (e.g., weekday versus weekend).

Please organize your answer in a JSON object containing following keys: “prediction” (the {k} most 
probable ad categories in descending order of probability) and “reason” (a concise explanation that 
supports your prediction). Do not include line breaks in your output.

The data are as follows:
`<history>`: {historical_interactions}
`<context>`: {context_interactions}
`<target>`: {target_interaction}

4.5. Experimental Comparison and Analysis

     Table 2.　Comparison of relevant indicators of this method with other methods on OpenNewsArchive 
     and MIND Dataset.

Azizi et al. [46]

Vo et al. [47]

87.95

86.72

89.53

91.49

88.37

89.71

28.22

29.84

85.04

86.04

86.19

88.28

89.71

84.44

27.24

27.76

Model
OpenNewsArchive Dataset

Accuracy Precision Recall NDCG

MIND Dataset

Accuracy Precision Recall NDCG
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Suhartono et 
al. [48]

Wang et al. [49]

Dang et al. [50]

Li et al. [51]

Ours

86.12

88.42

86.55

87.45

91.76

90.58

91.28

87.34

89.26

92.57

87.55

88.34

86.89

89.93

90.48

29.87

31.09

28.56

32.85

34.85

85.14

87.65

88.75

89.60

90.42

90.38

86.04

88.09

90.85

92.74

87.15

89.97

84.63

87.27

91.54

27.83

30.30

28.71

30.69

32.24

Cont.

Model
OpenNewsArchive Dataset

Accuracy Precision Recall NDCG

MIND Dataset

Accuracy Precision Recall NDCG

Table 2 presents a comparison of our proposed method with several other methods on the 

OpenNewsArchive and MIND datasets. The comparison shows that on the OpenNewsArchive dataset, our 

method achieved an accuracy of 91.76%, a precision of 92.57%, a recall of 90.48%, and an NDCG of 34.85%. 

This is significantly better than the other methods; for example, the method by Azizi et al. achieved only 28.22% 

NDCG, while ours reached 34.85%. Notably, our method outperformed the next best method (Wang et al.) by 

approximately 3.34% in accuracy and 1.29% in precision. On the MIND dataset, our method achieved an 

accuracy of 90.42%, a precision of 92.74%, a recall of 91.54%, and an NDCG of 32.24%. Compared to the best 

results achieved by Li et al. (with a precision of 90.85% and a recall of 87.27%), our method shows significant 

improvements, particularly in recall, where we outperform them by 4.27%. Additionally, Figure 4 provides a 

visual comparison, making it easier to observe the differences between the models.

      Table 3.　Comparison of relevant indicators of this method with other methods on AG News Corpus 

      and NewsQA Dataset.

Azizi et al. [46]

Vo et al. [47]

Suhartono et 
al. [48]

Wang et al. [49]

Dang et al. [50]

Li et al. [51]

89.36

89.28

87.53

88.35

87.77

90.21

90.82

89.53

90.75

90.39

89.29

89.79

86.52

90.54

88.66

86.41

86.26

88.42

30.82

31.68

28.48

30.90

30.54

31.45

89.77

89.95

89.89

87.57

90.54

90.31

90.88

89.99

90.36

87.34

90.59

89.13

90.13

86.24

90.23

87.17

91.13

91.53

29.43

29.48

29.20

28.83

30.14

28.75

Model
AG News Corpus Dataset

Accuracy Precision Recall NDCG

NewsQA Dataset

Accuracy Precision Recall NDCG

Figure 4.　Visual comparison of relevant indicators on OpenNewsArchive and MIND Dataset.
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Ours 91.53 92.83 91.24 33.72 93.47 91.82 93.04 34.17

Cont.

Model
AG News Corpus Dataset

Accuracy Precision Recall NDCG

NewsQA Dataset

Accuracy Precision Recall NDCG

Table 3 presents a comparison of our proposed method with several other methods on the AG News Corpus 

and NewsQA datasets. On the AG News Corpus dataset, our results also outperform all other methods listed in 

the table, especially in precision and recall, where our method exceeds the next best method (Li et al.) by 

approximately 3.04% and 2.82%, respectively. Additionally, our method shows a significant advantage in 

NDCG, leading other methods by at least 2.27%. On the NewsQA dataset, our method also performs well, 

particularly in recall, where it surpasses the best result from Dang et al. by about 1.91%. Notably, our NDCG 

score of 34.17% is significantly higher than other methods, indicating a substantial advantage in the ranking 

quality of the recommended results. Similarly, Figure 5 provides a visual comparison, making it easier to 

observe the differences between the models.

Table 4.　Comparison of training indicators on four datasets.

Azizi et al. [46]

Vo et al. [47]

Suhartono et 
al. [48]

Wang et al. [49]

Dang et al. [50]

Li et al. [51]

Ours

Model

Azizi et al. [46]

Vo et al. [47]

362.80

395.80

394.41

360.76

398.91

374.20

342.41

AG News Corpus Dataset

Parameter
s(M)

381.44

351.57

349.71

365.33

380.07

378.51

378.13

333.04

312.74

Inference Time
(ms)

366.30

372.17

261.50

203.55

215.37

261.34

210.18

215.42

168.52

Trainning 
Time(s)

264.79

235.17

350.94

371.97

391.41

389.54

363.67

363.60

334.37

NewsQA Dataset

Parameter
s(M)

358.43

356.27

360.68

335.69

331.02

366.63

330.75

385.37

319.62

Inference Time
(ms)

360.10

297.00

289.66

207.41

226.95

284.64

292.27

267.50

186.04

Trainning 
Time(s)

248.35

237.84

Model

OpenNewsArchive Dataset

Parameter
s(M)

Inference Time
(ms)

Trainning 
Time(s)

MIND Dataset

Parameter
s(M)

Inference Time
(ms)

Trainning 
Time(s)

Figure 5.　Visual comparison of relevant indicators on AG News Corpus and NewsQA Dataset.
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Suhartono et 
al. [48]

Wang et al. [49]

Dang et al. [50]

Li et al. [51]

Ours

393.46

380.44

372.88

397.33

337.57

348.52

345.92

342.13

364.52

322.59

206.94

234.95

287.47

202.40

181.95

360.79

383.07

352.67

367.17

340.74

323.56

339.19

356.20

313.45

278.35

230.34

292.53

272.88

297.28

212.06

Cont.

Model

OpenNewsArchive Dataset

Parameter
s(M)

Inference Time
(ms)

Trainning 
Time(s)

MIND Dataset

Parameter
s(M)

Inference Time
(ms)

Trainning 
Time(s)

In Table 4, we compared the training indicators of our method with other models across four datasets, 

focusing on parameters, inference time, and training time. Compared to other methods, our method demonstrates 

significant advantages in several key metrics. Firstly, in terms of parameter count, our method has the lowest 

across all datasets. For example, in the AG News Corpus dataset, our method's parameter count is 337.57M, 

whereas the model with the highest parameter count (Li et al.) reaches 397.33M. Fewer parameters mean our 

model is more lightweight, offering better scalability and resource efficiency. Secondly, in terms of inference 

time and training time, our method also performs exceptionally well. On the NewsQA dataset, our method’s 

inference time is 278.35ms, significantly outperforming the longest inference time of 372.17ms by Vo et al. 

Additionally, our training time is 212.06s, which is substantially lower than other methods; notably, compared to 

the longest training time by Dang et al., our method saves nearly 60 seconds. Compared to other methods, our 

approach not only significantly reduces the computational resources required but also accelerates the inference 

and training speeds of the model, providing a more efficient and cost-effective solution for practical 

applications. Figure 6 presents a visual comparison of these training indicators.

Figure 6.　Visual comparison of training indicators.
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In Tables 5 and 6, we conducted ablation experiments to assess the impact of BERT and Prompt Learning on 

model performance. In the OpenNewsArchive dataset, the baseline model's performance was relatively weak, 

with an accuracy of 76.35%, precision of 75.04%, and recall of 73.21%. When we introduced the BERT model, 

all metrics improved significantly, with accuracy rising to 85.07%. This indicates that BERT plays a crucial role 

in enhancing text representation and understanding. Further adding Prompt Learning improved the model's 

performance even more, with accuracy reaching 88.16%. Ultimately, when BERT and Prompt Learning were 

combined, the model achieved optimal performance, with an accuracy of 91.76%, precision of 92.57%, and 

recall of 90.48%. This demonstrates that the combination of BERT and Prompt Learning better captures user 

needs and content features, resulting in more accurate recommendations. A similar trend was observed in the 

MIND dataset. The baseline model's performance was basic, but after introducing BERT and Prompt Learning, 

the model's performance improved significantly, with the BERT-Prompt combination ultimately achieving 

90.42% accuracy and 92.74% precision, showing outstanding performance. In the AG News Corpus and 

NewsQA datasets, we observed similar patterns. Notably, in the NewsQA dataset, the combination of BERT and 

Prompt Learning led the model to achieve an accuracy of 93.47% and a recall of 93.04%, the highest among all 

experiments. Additionally, Figures 7 and 8 provide a visual comparison of the ablation experiments.

Table 5.　Ablation experiments on OpenNewsArchive and MIND Dataset.

Model

baseline

+BERT

+Prompt

+BERT-Prompt

OpenNewsArchive Dataset

Accuracy

76.35

85.07

88.16

91.76

Precision

75.04

85.64

89.32

92.57

Recall

73.21

86.42

88.39

90.48

MIND Dataset

Accuracy

74.51

82.64

86.75

90.42

Precision

77.42

84.52

87.21

92.74

Recall

76.32

83.21

87.47

91.54

Table 6.　Ablation experiments on AG News Corpus and NewsQA Dataset.

Model

baseline

+BERT

+Prompt

+BERT-Prompt

AG News Corpus Dataset

Accuracy

77.26

83.73

86.21

91.53

Precision

75.42

84.34

88.16

92.83

Recall

76.33

82.61

87.24

91.24

NewsQA Dataset

Accuracy

78.47

84.28

88.76

93.47

Precision

76.46

85.16

87.06

91.82

Recall

77.26

86.43

89.24

93.04

Figure 7.　Visual comparison of ablation experiments on OpenNewsArchive and MIND Dataset.
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5. Conclusion

In this paper, we propose an intelligent recommendation algorithm that combines BERT and Prompt 

Learning to address the complex challenges faced by news and advertisement recommendation systems. We 

introduce the BERT model, leveraging its powerful text representation and deep semantic understanding 

capabilities to significantly enhance the system's ability to handle complex textual content. By incorporating 

Prompt Learning, we design specific prompts to guide the model in better understanding users' implicit needs 

and preferences, thereby improving the personalization and accuracy of recommendations. Finally, we construct 

an end-to-end recommendation system architecture, which significantly improves the model's performance 

across multiple datasets. Through ablation experiments, we validated the effectiveness of this approach on 

several datasets. The experimental results show that the BERT model significantly enhances the system's 

semantic understanding of text, while Prompt Learning further improves the model's ability to identify users' 

implicit needs and the accuracy of recommendation results. When these two techniques are combined, the model 

achieves optimal performance in terms of accuracy, precision, and recall, particularly achieving the highest 

accuracy (93.47%) and recall (93.04%) on the NewsQA dataset. This demonstrates that the synergy between 

BERT and Prompt Learning can effectively handle different types of datasets and tasks, making the 

recommendation system more adaptable and precise in processing complex texts and user behavior patterns. In 

the future, we may consider further validating the applicability of this method on larger datasets and exploring 

how to integrate other advanced technologies to further enhance the model's performance. Additionally, given 

the diversity of practical application scenarios, maintaining efficiency and accuracy without significantly 

increasing computational costs will be an important direction for future research [52–65].
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