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Abstract: This paper introduces an advanced methodology for the calibration of Finite Element Models (FEM) 

utilizing a surrogate model-based Bayesian updating framework. The approach is exemplified through a case 

study on motor design, where precise FEM calibration is essential for predicting and optimizing motor 

performance. Traditional calibration techniques are often computationally expensive due to the iterative nature 

of the simulation process. To mitigate this, the proposed method integrates surrogate models to approximate 

FEM simulations, significantly reducing the computational burden without sacrificing accuracy. Bayesian 

updating is then employed to iteratively refine the surrogate model by incorporating new data, thereby 

enhancing prediction accuracy. This dual approach not only accelerates the calibration process but also ensures a 

high level of precision, making it highly suitable for complex engineering applications requiring both efficiency 

and reliability. The case study underscores the effectiveness of this methodology, demonstrating its potential to 

streamline the design process in motor development and other FEM-dependent engineering fields. The findings 

suggest that the surrogate model-based Bayesian updating approach achieves robust calibration with 

significantly fewer simulations, thereby optimizing both time and computational resources.
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1. Introduction

Finite Element Model (FEM) Calibration is a critical process in computational engineering that involves 

adjusting the parameters of a finite element model to ensure that its predictions accurately reflect real-world 

behavior. The purpose of this calibration is to reduce discrepancies between the model’s output and 

experimental or observed data, thereby enhancing the model’s predictive capability and reliability. At its core, 

FEM Calibration is an iterative process that requires the identification of uncertain parameters within the model, 

such as material properties, boundary conditions, and loading scenarios. These parameters are initially estimated 

based on theoretical knowledge or prior experiments. However, due to the inherent complexities and 

nonlinearities in engineering systems, these estimates often need refinement. According to the state-of-the-art 

research represented, the process of model calibration can be equivalent to a Bayesian Updating problem, which 

focuses on estimating the posterior distribution of the interested parameters in the Finite Element Model. Similar 

calibration methods are applied in other machine learning fields, such as optimizing fault prediction and 
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diagnosis in complex systems using unsupervised learning to enhance model performance and applicability in 

real-world scenarios [1,2].

Over the past few years, the estimation of posterior distributions has predominantly relied on Markov Chain 

Monte Carlo (MCMC) simulation techniques [3–5]. While other approximation-based approaches, such as the 

Laplace approximation method, have demonstrated commendable computational efficiency, their accuracy 

diminishes significantly as the number of random variables increases and the posterior density becomes more 

complex [6,7]. The MCMC-based Bayesian updating approach operates by generating sample points through a 

proposal function, with the mean value of this function dynamically adjusting according to the last accepted 

point. These samples are then evaluated against a standard uniformly distributed random variable to determine 

their acceptance or rejection. It has been observed that the probability density of the accumulated accepted 

points approximates the posterior probability density because the design values of each state in the Markov 

chain align with the prior distribution. However, a significant limitation of the MCMC-based Bayesian updating 

method is its failure to reliably converge to a stationary state, which is essential for the validity of the Markov 

chain [8 – 11]. This performance optimization strategy has been validated in other complex systems, such as 

image recommendation algorithms in social networks, where deep neural networks process large volumes of 

user data to enhance recommendation accuracy and efficiency [12,13]. To overcome this limitation, Ching et al. 

proposed the transitional Markov Chain Monte Carlo (TMCMC) simulation, which focuses on sampling from 

regions where probability densities are less complex. Although TMCMC enhances the performance by 

mitigating the burn-in phenomenon present in conventional MCMC approaches, its efficacy diminishes as the 

dimensionality of the parameter space increases [14–19]. To address these challenges, Straub et al. introduced an 

innovative methodology known as Bayesian Updating with Structural Reliability Methods (BUS). The core 

concept of BUS is to reformulate Bayesian updating problems into structural reliability problems. This is 

achieved by introducing an auxiliary standard uniform random variable and employing a simple rejection 

sampling strategy to select points that satisfy an equivalent limit state equation. In this context, the Bayesian 

updating framework for evaluating the posterior distribution is effectively treated as a component structural 

reliability problem with the corresponding augmented random variables, where the primary objective is to 

identify failure points. By circumventing the need to ensure the stationarity of the Markov Chain, BUS employs 

subset simulation techniques to focus solely on sampling points within the accepted domain, irrespective of the 

dimensionality of the random variables. This approach adaptively refines and constrains the failure domain until 

the targeted number of samples with the posterior distribution is achieved. As a result, BUS exhibits 

considerable robustness in Bayesian updating, particularly when applied within subset simulation-based 

techniques. A similar approach is used in robustness analysis of complex systems, employing unsupervised 

learning and adaptive simulation to handle high-dimensional data uncertainties [20,21].

However, there are still two major shortcomings of BUS. First, the process of estimating the posterior 

distribution through BUS is quite computationally expansive especially when the likelihood functions (e. g., 

Finite element model) becomes very complex [5,7]. It is the reason that the method for solving the structural 

reliability problem in BUS is through the Subset simulation, which needs to investigate a large number of 

evaluations to the performance function. Second, due to the failure probability estimated from the limit state 

function in BUS is typically very rare as the number of measurements increases, other non-simulation-based 

techniques such as First and Second Order Reliability Methods (FORM&SORM) become inefficient or even 

invalid. As pointed in [5], the computational expansive problem for BUS can be overcome through the 

application with surrogate model-based structural reliability methods. Those methods include, but are not 

limited to Response Surface [9–11], Polynomial Chaos Expansion [22], Support Vector Regression [23,24], or 

Kriging [25,26]. Among all of those methods, adaptive Kriging-based reliability method have been proved to be 

the most accurate and efficient method in solving the structural reliability problems [25,27,28], and also gained 

a lot of attentions and developments in recent years [29,30]. Unfortunately, the levels of failure probability (e.g., 

accepting ratio in BUS) in structural reliability problems and Bayesian updating problems are hugely different. 

As mentioned before, the failure probability in Bayesian updating can even be even smaller than 10-6 as the 

number of observations increased, which is unusual in structural reliability problems. Because of that, the 

--2



Guojun Z, et al. Innov. Appl. Eng. Technol. 2024, 3(1)

number of candidate design samples in adaptive Kriging-based reliability method should be correspondingly 

very large to ensure a well-trained Kriging surrogate model [25]. In such a circumstance, the implementations of 

adaptive Kriging-based structural reliability methods in conjunction with BUS become extremely 

computationally inefficient. To strategically applying the adaptive-Kriging based structural reliability methods 

in BUS algorithm, the limit state function in BUS with very rare probability should be decomposed into several 

parallel limit state functions with relatively high probabilities. Similar techniques are used in optical character 

recognition and image denoising, where end-to-end deep learning models enhance data processing and 

computational efficiency [31].

Despite the advantages of Bayesian Updating with Structural Reliability Methods (BUS), it still has two 

significant limitations. First, the computational demands of estimating the posterior distribution through BUS 

can be exceptionally high, especially when dealing with complex likelihood functions, such as those involving 

Finite Element Models (FEM). This challenge arises because BUS relies on Subset Simulation to solve the 

structural reliability problem, necessitating a large number of performance function evaluations, which 

significantly increases computational costs. Second, the BUS approach encounters inefficiency when the failure 

probability, estimated from the limit state function, becomes extremely rare as the number of measurements 

increases. In such cases, non-simulation-based techniques, like the First and Second Order Reliability Methods 

(FORM & SORM), become less effective or even invalid. In other high-dimensional data tasks, distributed data 

parallel acceleration has been used to optimize the performance of generative adversarial networks, highlighting 

its advantages in handling complex datasets [32]. As highlighted in the literature, the computational burden of 

BUS can be mitigated by incorporating surrogate model-based structural reliability methods, such as Response 

Surface Methods, Polynomial Chaos Expansion, Support Vector Regression, and Kriging. Among these, 

adaptive Kriging-based reliability methods have emerged as particularly accurate and efficient for solving 

structural reliability problems and have gained considerable attention and development in recent years. 

However, it is crucial to note that the failure probabilities encountered in structural reliability problems differ 

significantly from those in Bayesian updating problems. In Bayesian updating, the failure probability (e.g., the 

acceptance ratio in BUS) can be exceedingly small, which is uncommon in typical structural reliability contexts. 

Consequently, the number of candidate design samples required for an adaptive Kriging-based reliability method 

must be substantially large to ensure a well-trained Kriging surrogate model. This requirement renders the 

implementation of adaptive Kriging-based methods within the BUS framework computationally prohibitive. To 

address this challenge, a strategic approach involves decomposing the limit state function in BUS, which 

corresponds to very rare probabilities, into several parallel limit state functions with relatively higher 

probabilities. This decomposition can enhance the efficiency of applying adaptive Kriging-based structural 

reliability methods within the BUS algorithm, allowing for more manageable and computationally feasible 

analyses. To address this challenge, studies suggest that improved models can be decomposed into multiple high-

probability parallel paths, a method applied not only in optimizing transportation planning and routing problems 

but also in revealing market response patterns in finance [33 – 35]. Similarly, improved Bayesian methods in 

economics, like machine learning-based credit card customer segmentation, show potential for decision support 

and economic stability [36, 37]. It is expected that the Bayesian updating can be facilitated to improve the 

computational performance of machine learning [38–48].

In this paper, Bayesian updating along with formulas are briefly introduced in Section 2. Afterwards, the 

surrogate model-based model calibration is elaborated in Section 3. Subsequently, a numerical example of three-

phase induction motor is investigated to showcase the supreme functionality of the proposed method in Section 

5. Finally, conclusions are drawn in Section 6.

2. Bayesian Updating

When direct measurement of the parameters of a mechanical system is technically challenging or 

prohibitively expensive, engineers often rely on indirect observations to infer the status of these parameters. For 

example, the natural frequencies of a building can serve as an indirect indicator of its inter-story stiffness values. 

Generally, as the number of observations increases, the uncertainty associated with these parameters diminishes. 
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Bayesian updating plays a crucial role in this process by initially assuming a prior probability distribution of the 

parameters, denoted as f (x), and subsequently refining this to a posterior probability distribution, f '(x), based 

on the available observations. The posterior distribution is typically estimated using Bayes’  theorem, which is 

expressed as:

f '(x) = L ( )x f ( )x

∫
Ω

L ( )x f ( )x dx
 (1)

where Ω represents the probabilistic domain of the random variable x, and L (x) is the likelihood function, 

which can be defined as:

L (x) µ Pr (Z|X = x) (2)

In the context of Markov Chain Monte Carlo (MCMC) simulations, the denominator ∫
Ω

L (x) f (x)dx in the 

equation is often treated as a normalizing constant and can be ignored since it merely ensures that the posterior 

distribution integrates to one. The likelihood function L (x) typically comprises three components: the observed 

data Z, the model responses L (x), and the error term ε, which quantifies the deviation of h (x) from Z. Due to 

measurement and modeling errors, the observations Z cannot perfectly reflect h (x), and the relationship can be 

expressed as:

ε = Z - h ( )x (3)

The likelihood function L (x) can be estimated through the probability density function (pdf) of the error ε, 

which is represented as:

L ( )x = ρε( )ε = ρε( )Z - h ( )x (4)

Here, ρε denotes the pdf of ε. Although the likelihood function is often assumed to follow a multivariate 

Gaussian distribution with zero mean, it can also adopt other unbiased distributions. When multiple independent 

observations are available, the likelihood function can be expanded to:

L ( )x =∏
i = 1

m

Li( )x =∏
i = 1

m

ρε i( )Zi - hi( )x (5)

In this discussion, the likelihood function L (x) is used uniformly for both independent and dependent 

observations.

2.1. Simple Rejection Sampling (SRS)

The concept of transforming Bayesian updating into a structural reliability problem using a simple rejection 

sampling algorithm was first introduced by Straub and Papaioannou. This approach forms the basis of the 

Bayesian Updating with Structural Reliability Methods (BUS). The primary goal of Bayesian updating is to 

estimate the posterior distribution f '(x), which is proportional to the product of the likelihood function L (x) and 

the prior distribution f (x):
f '( )x µ L ( )x f ( )x (6)

The conventional Markov Chain Monte Carlo (MCMC) methods often struggle with computational 

efficiency, particularly in maintaining the stability of the Markov chain. As an alternative, the simple rejection 

sampling algorithm can be employed. This method defines an accepted domainΩacc within the augmented 

outcome space [ xp], introducing an auxiliary random variable P:

Ωacc = [ ]p £ cL ( )x = [ ]h ( )xp £ 0 (7)

where h (xp) = p - cL(x), and c is a constant such that cL (x) £ 1 for all possible outcomes of X. Typically, c is 

determined as:
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c =
1

max ( )L ( )x
(8)

The posterior distribution f '(x) can then be expressed as:

f '( )x =
∫

pÎΩacc

f ( )x dp

∫
[ ]xp ÎΩacc

f ( )x dpdx
=
∫

0

1

Iacc( )[ ]xp ÎΩacc f ( )x dp

∫
X
∫

0

1

Iacc( )[ ]xp ÎΩacc f ( )x dpdx
(9)

Here, Iacc([xp] ÎΩacc ) acts as the indicator function for the structural reliability problem with the limit state 

function h (xp) = p - cL(x). The numerator and denominator in the final term of this equation can be further 

simplified:

∫
pÎΩacc

f ( )x dp = ∫
0

cL ( )x

f ( )x dp = cL ( )x f ( )x (10)

and

∫
[ ]xp ÎΩacc

f ( )x dpdx = ∫
X
∫

0

1

Iacc( )[ ]xp ÎΩacc f ( )x dpdx =

∫
X
{ }∫

0

1

Iacc( )p £ cL ( )x dp f ( )x dx = ∫
X

cL ( )x f ( )x dx

(11)

This formulation aligns exactly with Bayes’  theorem. While a simple rejection sampling algorithm offers a 

straightforward approach to Bayesian updating, it has significant limitations. Specifically, the acceptance rate 

diminishes substantially as the number of observations m increases. Straub and Papaioannou noted that when all 

measurements are independent and identically distributed (iid). This inefficiency makes the Bayesian updating 

process increasingly impractical, especially when dealing with complex models like the Finite Element Model, 

as it results in a large number of rejected samples, thereby reducing the accuracy of the posterior estimation.

2.2. The BUS Algorithm

Due to the inherent disadvantage exists in simple rejection sampling-based Bayesian updating, MCMC was 

proposed to overcome this limitation (e.g., low acceptance rate). However, to ensure a stable Markov chain, the 

MCMC-based Bayesian updating needs to investigate a large number of evaluations to the likelihood function. 

On the other hand, though the acceptance rate of simple rejection sampling-based Bayesian updating approach is 

low, it is very straightforward to implement and can guarantee an exact and uncorrelated posterior distributed 

sample. By maintaining those advantages in simple rejection-based approach, Straub and Papaioannou [6] 

proposed Bayesian Updating with Structural Reliability Methods (BUS) that strategically integrates the simple 

rejection sampling with structure reliability methods.

In BUS algorithm, the Bayesian updating problem is handled in a way of solving the reliability analysis 

problem. The equivalent limit state function in BUS approach can be read as,

h ( )xp = p - cL ( )x (12)

note that the task of Bayesian updating is different from that in reliability analysis. In the process of 

reliability analysis, the target is to estimate the probability of failure while drawing the samples in the accepted 

(failure) domain is the main purpose of BUS. Concerning this point, many existing reliability analysis methods 

such as First & Second Order Reliability Methods (FORM&SORM), Importance Sampling (IS) and Subset 

Simulation (SS) should be adjusted to be applicable in association with BUS. For instance, the combination of 

subset simulation and BUS has shown great efficiency in drawing samples from posterior distribution. Details of 

BUS with subset simulation haven been shown in Algorithm 2. However, BUS algorithm has to face some 

challenging aspects. First, the acceptance rate tends to be extremely small when the number of observation 

increases significantly. In this circumstance, estimate of posterior distribution is equivalent to analysis reliability 
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with rare events, which becomes rather computationally expansive for simulation-based approach includes 

subset simulation. To elaborate this point, the number of subsets can be denoted as Nss, thus the total number of 

evaluations to the likelihood function Ncall can be inferred as:

Ncall =Nss·Nin +Nt -Nin (13)

Note that Ncall can easily exceed a thousand in BUS with subset simulation. Although this number is relative 

smaller compared to the crude Monte Carlo simulation, it is still computationally inefficient for Bayesian 

updating in sophisticated numeric models. Moreover, the limit state function h (xp) can be highly non-linear 

since h (xp) includes an integrated likelihood function L (x), which contains the probability density function 

(pdf) of Gaussian distribution. This may lead to an inaccurate estimate of the posterior distribution through the 

approximation-based approach such as FORM & SORM. Thus, it is very necessary to implement a very 

efficient reliability analysis method with the BUS algorithm to significantly reduce the number of evaluations to 

the likelihood function in Equation (12).

The surrogate model-based reliability analysis methods are known for their achievements in reducing the 

number of evaluations to the performance function as well as estimating accurate failure probability. However, it 

is hard in directly implementing surrogate model-based reliability analysis with limit state function in 

Equation (12) through SRS in BUS when the acceptance rate is extremely small. This point can be disclosed in 

the following section. To overcome this shortcoming, SRS with surrogate (SBU) is proposed in this paper.

3. Surrogate Model-Based Bayesian Updating

The concept of employing adaptive Kriging-based reliability analysis within the BUS framework involves 

the creation of a surrogate model, denoted as ĥ (xp), to replace the computationally intensive limit state 

function h (xp). This surrogate model allows for the efficient execution of SRS directly on it. In this section, we 

briefly review the essential elements of Kriging models and Kriging-based reliability analysis before delving 

into the challenges associated with integrating these methods with the BUS algorithm. As shown in Figure 1, the 

Kriging meta-model, also referred to as Gaussian Process Regression, is extensively utilized in the design of 

computer-based experiments.

In this model, the predicted outcomes are characterized by both mean values and variances, adhering to a 

normal distribution. The Kriging model can be expressed as:

ĝ ( )X =F ( )βX +  ψ ( )X = βT B ( )X + gp ( )X (14)

where X is the vector of random variables, F ( βX ) represents the regression components, and gp ( x i) is the 

Gaussian process. The basis B ( X ) and the coefficients β take different forms depending on the complexity of 

the model, ranging from ordinary to quadratic. The Gaussian process gp ( X ) is defined by its covariance matrix:

COV ( )gp ( )x i gp ( )x j =  σ2 R ( )x i x j ; θ (15)

where σ 2 represents the process variance, and R ( x i x j ; θ ) is the kernel function that models the correlation 

between observations, parameterized by θ. The Gaussian kernel function is specifically used here:

Figure 1.　Conceptual illustration of Kriging surrogate model.
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R ( x i x j ; θ ) = Õ
k = 1

N

exp ( - θk( xk
i - xk

j ) 2 ) (16)

The parameters θ are optimized via the Maximum Likelihood Estimation (MLE) method. Variations in θ 

significantly impact the performance of the Kriging model, and this optimization is crucial to maintaining model 

accuracy:

 θ =  argmin
θ*

 (|| R ( x i x j ; θ
* ) ||

1
m

 σ2 ) (17)

The regression coefficients β, and the estimated mean μ ĝ (x) and variance σ 2
ĝ ( x ) can be computed as follows:

β =  (F T R-1 F ) -1
F T R-1Y

μ ĝ (x)=BT( x ) β + rT( x ) R-1( y -Fβ )

σ 2
ĝ ( x ) = σ2( )1 - rT( )xg R-1 r ( )xg +

( )F T R-1r ( )x -B ( )x
T( )F T R-1 F

-1( )F T R-1r ( )x -B ( )x
(18)

Thus, the Kriging model output ĝ ( x ) is not deterministic but probabilistic, represented by a normal 

distribution with mean μ ĝ( x ) and variance σ 2
ĝ ( x ):

ĝ ( x )  ~ N ( μ ĝ( x )  σ 2
ĝ ( x ) ) (19)

This stochastic nature facilitates the adaptive refinement of the Kriging model by strategically enriching the 

training dataset. In the ensuing sections, the proposed framework and its implementation steps are explained. 

Here, learning functions play a pivotal role in adaptively refining the Kriging model by iteratively selecting 

points based on the uncertainty associated with each design point. The popular U learning function, which 

evaluates the probability of making an incorrect sign estimation in ĝ ( x ), is employed in this study. The U 

function is formulated as:

U ( x ) =  
|| μK( )x

σK( )x
(20)

The general approach of adaptive Kriging-based reliability analysis begins with a small set of candidate 

design samples to estimate P̂f, subsequently refining the limit state as needed. The number of Monte Carlo 

Simulation (MCS) candidate design samples NMCS must be sufficient to ensure that the coefficient of variation 

COV
P̂f

 satisfies:

COV
P̂f

=
1 - P̂f

P̂f NMCS

£COVthr (21)

Given this, the reliability of the final P̂f and the limit state depends on ensuring NMCS is large enough so that 

COV
P̂f

£COVthr. The integration of the Kriging surrogate model with the BUS algorithm thus enables effective 

Bayesian updating and model calibration.

4. Model Calibration of Motor FEM with Proposed Method

This section investigates the computational performance of the proposed model calibration method SBU and 

estimate its efficiency based on a FEM of induction motor. As shown in Figure 2, the finite element model is a 

four-pole, three-phase induction motor operating at a frequency of 50 Hz and a synchronous speed of 1500 rpm 

is a sophisticated computational technique employed to understand the motor’s electromagnetic behavior under 

operational conditions. This motor type is a cornerstone in industrial applications due to its robustness, 

efficiency, and cost-effectiveness. The analysis utilizes ANSYS Maxwell 2D, a leading electromagnetic field 

simulation software, to model and simulate the motor’s performance. Maxwell 2D is specifically designed for 

applications like rotating machines, transformers, and other electrical devices where precise electromagnetic 

field calculations are crucial. The choice of 2D analysis is particularly relevant here because it simplifies the 

computational process while still capturing the essential electromagnetic phenomena occurring in the motor.
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Figure 2.　FEM of three-phase induction motor.

In the context of a four-pole, three-phase induction motor, FEA is employed to analyze several critical 

parameters, including magnetic flux distribution, eddy currents, core losses, and torque production. The motor’s 

operation at 50 Hz frequency and a synchronous speed of 1500 rpm implies that it is likely designed for standard 

industrial power systems, making the analysis pertinent to real-world applications. The process begins with 

constructing a 2D model of the motor’s geometry within the Maxwell environment. This model includes the 

stator, rotor, and air gap, accurately representing the motor’s physical structure. Material properties, such as the 

permeability and conductivity of the core and windings, are defined based on real-world data or material 

specifications. Boundary conditions are then applied to simulate the motor’s operational environment, including 

the supply voltage and frequency. Once the model is set up, the software solves Maxwell’s equations, which 

govern the behavior of electric and magnetic fields in the motor. The simulation results provide a detailed 

picture of how the magnetic field interacts with the motor’s components, allowing engineers to assess the 

distribution of magnetic flux within the stator and rotor cores. This is crucial for identifying areas of potential 

saturation, which can lead to inefficiencies or overheating.

By implementing Surrogate model-based Bayesian updating, the calibration process becomes significantly 

more efficient. This method reduces the number of necessary simulations from over 800 to just 30, an 

astonishing 96% reduction. The surrogate model, which acts as a computationally lightweight approximation of 

the FEM, allows for the exploration of the design space with minimal computational effort. It is constructed 

using a small set of FEM simulations and is then employed to predict the model’s response under various 

parameter configurations. For instance, if each FEM simulation originally took 1 h to complete, the traditional 

approach would require approximately 800 h (or over 33 days) to finish the calibration process. However, with 

the surrogate model in place, the entire process is condensed to around 30 h, or just over a day—leading to a 

time savings of 32 days. This dramatic reduction in time also means that more design iterations can be evaluated 

within a given timeframe, enabling engineers to optimize motor designs more thoroughly.

In addition, the computational resources required for the FEM calibration are significantly lowered. If the 

original simulations demanded 10,000 CPU hours, the surrogate-based approach would only require 375 CPU 

hours. This not only reduces the load on high-performance computing resources but also allows engineers to 

allocate those resources to other critical projects. The accuracy of the motor FEM is maintained throughout the 

process, as the Bayesian updating refines the model parameters based on the predictions made by the surrogate 

model. This approach ensures that the surrogate model remains a reliable proxy for the full FEM, leading to a 

well-calibrated motor model that accurately reflects real-world performance. The success of this method in the 
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motor FEM calibration case study underscores its potential applicability to other complex engineering problems, 

making it a powerful tool for efficient and accurate model calibration.

5. Conclusion

The case study on motor design, utilizing Finite Element Model Calibration combined with Surrogate 

Model-based Bayesian Updating, highlights a novel and efficient approach to enhancing the accuracy of 

electromagnetic simulations. This methodology addresses the inherent challenges of computational expense and 

uncertainty in traditional finite element analysis by integrating surrogate models, which approximate the 

behavior of the actual physical system with significantly reduced computational demands. The Bayesian 

Updating framework further refines these models by incorporating observed data, thereby continuously 

improving the predictive accuracy and reliability of the motor design. Through this approach, the study 

demonstrates that the calibration process becomes more adaptable and robust, allowing for real-time adjustments 

and optimizations. The practical implications are profound, particularly in the context of complex systems like 

electric motors, where precision in design directly correlates with performance, efficiency, and longevity. By 

reducing the computational burden and improving the fidelity of the simulations, the methodology enables more 

frequent and detailed analyses, ultimately leading to better-informed engineering decisions. In conclusion, the 

integration of surrogate models and Bayesian Updating in Finite Element Model Calibration not only 

streamlines the design process but also enhances the accuracy and reliability of simulation-based predictions. 

This advancement represents a significant step forward in the field of motor design and has broader applications 

in various engineering domains where simulation accuracy and computational efficiency are paramount. Future 

work can take a chance to explore the integration of Bayesian updating with machine learning 

techniques [49–58].
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