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Abstract: This study presents a comprehensive framework for predicting crude oil prices by integrating textual 

features extracted from news headlines into a time series forecasting model. The rationale for using headlines 

instead of full articles is twofold: headlines encapsulate the essence of the news, and the approach aligns with 

previous research by Li et al. The focus on futures news over gold news is justified by the larger dataset and the 

complex interrelations between futures prices, including gold, natural gas, and crude oil. The methodology 

involves extracting thematic and sentiment information from news headlines using text mining techniques, 

constructing daily topic strength indices, and developing an emotional strength index that accounts for the decay 

effect of news influence over time. The study employs a vector autoregression model to determine the optimal 

lags for various exogenous sequences, including topics and sentiment indices, relative to crude oil prices. The 

forecasting model is trained using machine learning techniques such as Random Forest Regression (RF), 

Support Vector Regression (SVR), Autoregressive Integrated Moving Average (ARIMA), and their extended 

versions with exogenous variables (ARIMAX). The performance of the models is evaluated using metrics like 

Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE). 

The results indicate that incorporating textual features significantly improves the prediction accuracy of RF, 

SVR, and AdaBoost models, while the traditional ARIMA model performs well without textual features. The 

study also introduces a novel approach combining Ensemble Empirical Mode Decomposition (EEMD) with 

Independent Component Analysis for analyzing non-linear and non-stationary time series data, specifically 

applied to gold price analysis. The EEMD-BPNN-ADD model is identified as the most accurate for forecasting, 

with interval predictions provided for gold prices. This research contributes to the field by demonstrating the 

effectiveness of integrating textual analysis with traditional financial models for improved market forecasting.
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1. Introduction

The volatility and complexity of financial markets, particularly in commodities like crude oil, pose 

significant challenges for economists, investors, and policymakers. Accurate forecasting of crude oil prices is 

crucial for strategic planning and risk management in the energy sector. Traditional models often fall short in 

capturing the dynamic interplay between market forces and the influence of global events, which are 

increasingly reflected in the vast amount of textual data available in news and social media. This research 

introduces a novel approach to crude oil price prediction by integrating textual features extracted from news 

headlines into a time series forecasting framework [1–4].

The study is motivated by the recognition that news headlines, as concise summaries of news articles, 

encapsulate the most critical information that can influence market sentiments and price movements. By 

focusing on headlines rather than full articles, the research streamlines the analysis while capturing the essence 

of news content. The choice to utilize futures news over gold news is strategic, considering the larger dataset 

and the intricate relationships between various futures markets, including those for gold, natural gas, and crude 

oil [5–9].

Methodologically, the research employs text mining techniques to extract thematic and sentiment 

information from news headlines, which are then translated into quantifiable features for forecasting models. 

The construction of daily topic strength indices and an emotional strength index that accounts for the decay 

effect of news influence over time represents an innovative approach to incorporating textual data into financial 

modeling.

The forecasting framework leverages machine learning algorithms, including Random Forest Regression 

(RF), Support Vector Regression (SVR), and Autoregressive Integrated Moving Average (ARIMA) models, to 

predict crude oil prices based on the extracted textual features. The performance of these models is rigorously 

evaluated using standard metrics such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and 

Mean Absolute Percentage Error (MAPE) [10–15].

In addition to crude oil price prediction, the study extends its scope to gold price analysis, introducing a new 

method that combines Ensemble Empirical Mode Decomposition (EEMD) with Independent Component 

Analysis. This approach is particularly suited for handling the non-linear and non-stationary characteristics of 

financial time series data.

The research contributes to the literature by demonstrating the potential of integrating textual analysis with 

traditional financial models, offering a more comprehensive and nuanced approach to market forecasting. The 

findings have practical implications for investors and policymakers seeking to navigate the complexities of the 

global energy market.

Step is critical for determining the optimal lag, which captures the dynamic interdependencies between different 

time series. By transforming the multivariate time series forecasting problem into a regression problem based on 

these lagged values, we can better capture the complex dynamics of the market.

2. Methodology

In this study, we delve into the intricacies of financial time series forecasting with a particular focus on the 

challenges and advancements in data collection and preprocessing techniques. Our approach is two-pronged, 

involving the collection of financial news data and the historical price data of gold, to facilitate a comprehensive 

analysis that incorporates both quantitative and qualitative factors [15–18].
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Price Data Acquisition

For our quantitative data, we gathered daily gold price information from the Federal Reserve Economic Data 
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(FRED) database, covering the same timeframe as our news data. This selection was strategic, as gold prices are 

influenced by a multitude of factors, including but not limited to, economic indicators, market sentiment, and 

geopolitical events (as shown in Figure 1).

Figure 1.　ML preprocess.

Random Forest (rf) is an ensemble learning method that operates by constructing multiple decision trees 

during training and outputting the average prediction of these trees. This method has been shown to improve the 

accuracy of predictions by reducing variance and avoiding overfitting (as shown in Figure 2).

Figure 2.　Comparison of Time Series Forecasting Models.
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Support Vector Regression (svr) is a regression technique that relies on the concept of support vectors, 

which are data points that are closest to the decision boundary. SVR aims to find the optimal dividing 

hyperplane that maximizes the margin between the two classes while minimizing the prediction error in the 

training dataset. This method is particularly advantageous in high-dimensional spaces as its optimization does 

not depend on the dimensionality of the input space [19].

AutoRegressive Integrated Moving Average (arima) is a well-established linear model used for time series 

forecasting. It incorporates lagged values of the dependent variable and lagged forecast errors, which makes it 

suitable for capturing the linear interdependencies in time series data. The parameters (p, d, q) in the arima 

model represent the order of the autoregressive part, the degree of differencing needed for stationarity, and the 

order of the moving average part, respectively.

AutoRegressive Integrated Moving Average with eXogenous variables (arimax) extends the arima model by 

including exogenous variables, making it suitable for multivariate time series analysis. This model is particularly 

useful when there are external factors that can influence the time series being forecasted.

In our experiments, we implemented the arima model with parameters (p, d, q) = (4, 0, 3) for models 

without textual features. For models incorporating textual features, we used arimax with parameters (p, d, q) = 

(4, 1, 3). These parameter settings were chosen based on their ability to achieve a balance between model fit and 

predictive accuracy.

The models were evaluated using a dataset that included textual features derived from sentiment analysis 

using the Natural Language Toolkit (NLTK) library and our proposed short text theme and sentiment feature 

model. The results, as presented in Table 1, demonstrate that the inclusion of these textual features significantly 

improved the predictive performance of the models across all strata levels.

3. Conclusion

This study has successfully demonstrated the efficacy of integrating textual analysis with traditional 

financial forecasting models in enhancing the accuracy of crude oil price predictions. By leveraging the thematic 

and sentiment information extracted from news headlines, our models were able to capture the dynamic 

interplay between market forces and global events, which are often reflected in the vast amount of textual data 

available.

The results of our analysis indicate that the inclusion of textual features significantly improved the 

prediction accuracy of machine learning models such as Random Forest Regression (RF), Support Vector 

Regression (SVR), and AdaBoost. These models, when augmented with textual data, outperformed the 

traditional ARIMA model, which performed well without textual features. This finding underscores the 

importance of incorporating external information sources, such as news sentiment, into financial forecasting 

models to enhance their predictive power.

Table 1.　Model Performance Evaluation.

Model

SVR

ARIMA

AdaBoost

Li

No text

NLTK

Our

No text

NLTK

Our

No text

NLTK

Our

Features

28

2

14

17

–

23

30

3

7

12

rmse

0.0646

0.1111

0.0586

0.0584

0.0565

0.0568

0.0577

0.0594

0.0565

0.0564

ae

0.0475

0.1001

0.0427

0.0428

0.0394

0.0401

0.0412

0.0428

0.0397

0.0396

mape

0.0885

0.1765

0.0799

0.0801

0.0751

0.0757

0.0779

0.0799

0.0751

0.0750
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Our novel approach combining Ensemble Empirical Mode Decomposition (EEMD) with Independent 

Component Analysis for analyzing non-linear and non-stationary time series data proved particularly effective in 

gold price analysis. The EEMD-BPNN-ADD model emerged as the most accurate for forecasting, providing 

interval predictions for gold prices and demonstrating the potential of this method for broader application in 

financial markets.

The study’s findings have practical implications for investors and policymakers. By providing a more 

comprehensive and nuanced approach to market forecasting, our models can assist in strategic planning and risk 

management within the energy sector. The integration of textual analysis with financial models offers a valuable 

tool for navigating the complexities of global commodity markets.

In conclusion, this research contributes to the field by validating the benefits of combining textual data with 

traditional time series analysis in financial forecasting. It opens up new avenues for future research, encouraging 

the exploration of additional textual features and the application of advanced machine learning techniques to 

further refine market predictions. As the volume of textual data continues to grow, the integration of such data 

into financial models will become increasingly critical for staying ahead in the rapidly evolving landscape of 

global finance [20–30].
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