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Abstract: Financial time series data are inherently complex, encompassing various components such as trends, 

seasonal patterns, and irregular fluctuations. This paper presents a comprehensive analysis of decomposition 

techniques applied to financial time series, aiming to disentangle these components for more accurate 

forecasting and risk management. We begin by reviewing the traditional methods of decomposition, such as 

classical decomposition and trend-ratio decomposition, highlighting their limitations in capturing the dynamic 

nature of financial data. Subsequently, we explore more sophisticated techniques like the Hodrick-Prescott filter, 

which is widely used for extracting cyclical components, and the Baxter-King filter, which is designed to 

separate trend and cyclical components while accounting for potential business cycles. The paper then delves 

into state-of-the-art methods, including the use of autoregressive integrated moving average (ARIMA) models 

and exponential smoothing state space models, which are capable of capturing both linear and nonlinear patterns in 

financial time series. We also discuss the application of machine learning algorithms, such as EEMD and long 

short-term memory (LSTM) networks, which have shown promise in handling the non-stationarity and volatility 

clustering present in financial data. Empirical analysis is conducted using historical stock prices and exchange 

rates, demonstrating the effectiveness of these decomposition techniques in isolating the underlying components of 

financial time series. The results indicate that a combination of traditional and modern methods yields the 

most robust decomposition, providing a clearer picture of the market dynamics and informing better investment 

decisions. In conclusion, this paper contributes to the literature by providing a comparative analysis of various 

decomposition methods and their applicability to financial time series. It underscores the importance of selecting 

the appropriate technique based on the specific characteristics of the data at hand. The insights gained from this 

study can be instrumental for financial analysts and economists in developing more effective models for 

forecasting and risk assessment.
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1. Introduction

In the realm of financial forecasting, the ability to accurately predict market movements is paramount. 

Traditional methods, such as those based on the Volatility Index (VIX) and Google Trends, have been widely 

adopted due to their accessibility and ease of implementation. However, our initial two sets of experiments have 

shed light on significant limitations inherent in these approaches. These limitations are particularly evident in 

two key areas.

Firstly, the market is often overwhelmed by “noise” that distorts traditional financial sentiment indicators. 

This noise is not just a minor distraction but a significant barrier to accurate forecasting. A prime example of this 

is the miscalculation of search term popularity by Google Trends. For instance, when tracking the term “gold 

price,” Google Trends might mistakenly incorporate data related to the “gold price” in the game “Warcraft III,” 

which is entirely unrelated to the financial context. This highlights the presence of search engine statistical 

“noise” within a portion of Google Trends data. Moreover, the noise inherent to sentiment data itself contributes 

to the high level of distortion in traditional financial indicators. The vast amount of sentiment information and 

the polarized distribution of sentiment extremes lead to excessive noise in these indicators, making it 

challenging to extract meaningful insights [1–9].

Another pain point is the inherent lag in sentiment information. Sentiment data often trails market actions, 

which means that by the time sentiment reflects a change in the market, the opportunity to act on that 

information may have already passed. For example, it is only after a decline in gold prices that investors express 

widespread dismay, indicating a slow transmission of sentiment. This lag hampers the predictive power of 

sentiment analysis, as only those sequences that precede price changes can be truly helpful for predictive tasks.

In light of these challenges, we have introduced a multimodal text sentiment modeling approach to assist in 

forecasting gold prices. This innovative approach aims to leverage sentiment analysis from a new perspective, 

hoping to overcome the limitations of traditional methods by tapping into the rich, yet complex, world of textual 

data. By integrating various modalities of text data, we aim to capture a more comprehensive view of market 

sentiment and its potential impact on gold prices.

The Three Main Components of Our Crude Oil Forecasting Model Based on News Text Include:

News Title Mining: We begin by preprocessing news headlines, which includes tokenization, stop word 

filtering, and stemming. This process is crucial for extracting meaningful features from the raw text. 

Subsequently, we employ GloVe to embed the cleaned text, yielding a word vector matrix that captures the 

semantic relationships between words. We then utilize topic modeling to uncover the underlying themes within 

the news headlines and sentiment analysis to gauge the emotional tone of the text. This dual approach allows us 

to calculate the topic intensity and sentiment intensity in the futures market, providing a more nuanced 

understanding of market sentiment.

Lag Order Selection: Given the non-stationary nature of financial time series, we first apply a first-order 

differencing to achieve stationarity. We then model the relationship between each exogenous sequence and the 

crude oil price sequence using a vector autoregression model. This step is critical for determining the optimal 

lag, which captures the dynamic interdependencies between different time series. By transforming the 

multivariate time series forecasting problem into a regression problem based on these lagged values, we can 

better capture the complex dynamics of the market.

2. Methodology

In this study, we delve into the intricacies of financial time series forecasting with a particular focus on the 

challenges and advancements in data collection and preprocessing techniques. Our approach is two-pronged, 

involving the collection of financial news data and the historical price data of gold, to facilitate a comprehensive 

analysis that incorporates both quantitative and qualitative factors [10–14].

2.1. Price Data Acquisition

For our quantitative data, we gathered daily gold price information from the Federal Reserve Economic Data 
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(FRED) database, covering the same timeframe as our news data. This selection was strategic, as gold prices are 

influenced by a multitude of factors, including but not limited to, economic indicators, market sentiment, and 

geopolitical events (as shown in Figure 1).

2.2. Our Skip-Topic Model

The skip-gram model, which operates on individual local context windows, fails to capture global corpus 

information. This model is designed to predict context words given a target word, which is particularly useful 

for tasks like sentiment analysis where the context is crucial for understanding the semantic orientation of a 

phrase or sentence. The skip-gram model has been noted for its ability to provide a more nuanced understanding 

of word relationships within a text (as shown in Figures 2 and 3) [13,14].
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import numpy as np

from sklearn.decomposition import NMF

model = NMF(n_components = 4, alpha = 0.01)

#Converting H matrix of NMF to probability

def H2prob(Hmatrix,news):

prop_df = pd.DataFrame(columns = [‘date’ , ‘ topic1’ , ‘ topic2’ , ‘ topic3’ , ‘ topic4’])

t1_l,t2_l,t3_l,t4_l,t5_l,t6_l= [],[],[],[],[],[]

Figure 1.　Overview of the Process of Financial Time Series Decomposition Techniques and Forecasting 
Models.
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Figure 2.　Schematic Diagram of the Skip - Gram Model Principle.

3. Conclusion

The present study set out to explore the efficacy of incorporating textual features into predictive models for 

financial time series forecasting. Our findings provide compelling evidence that augmenting traditional models 

with text data can significantly enhance their predictive power.

(1) Textual Features vs. No Textual Features: Our approach, which integrates text features, demonstrated 

superior performance over RF, SVR, and ADA models without text data. This result underscores the value of 

including textual information in forecasting models, suggesting that the richness of textual data captures nuances 

that purely numerical models may miss.

(2) BERT for Sentiment Analysis vs. TextBlob (NLTK): Comparative analysis between the TextBlob model 

and our BERT-based method revealed that our sentiment index outperformed TextBlob, particularly in SVR and 

ADA models. This indicates that our proposed sentiment index, derived from advanced sentiment analysis, 

holds particular promise in certain scenarios where nuanced understanding of text sentiment is critical.

(3) Our Method vs. SVR-Li: SVR-Li, a model by Li and colleagues that predicts prices using multi-source 

textual and financial features, was outperformed by our method, which extracts short-text features with minimal 

human intervention. The improvements in our model’s predictions are attributed to several modifications, 

including the expansion of text sources, a more refined word embedding method using GloVe, the SeaNMF 

short-text topic model, continuous sentiment strength, and the Adaboost RT model.

(4) Model Optimization: In terms of RMSE and MAPE, the ADA model consistently outperformed other 

models. It is noteworthy that the ARIMA model, devoid of textual features, also exhibited commendable 

performance. For users who cannot access textual features, we recommend the ARIMA model. However, for 

those seeking higher predictive accuracy, we suggest employing the proposed method.

In conclusion, our study affirms the merits of integrating textual features into financial forecasting models. 

While traditional models like ARIMA offer robust predictions, the inclusion of text-based sentiment analysis 

significantly boosts the accuracy of predictions, making our approach particularly appealing for users with 

Figure 3.　Comparison of the Performance of Different Models or Methods on Specific Metrics.
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access to textual data. As the financial landscape continues to evolve, our research indicates that the integration 

of advanced textual analysis will be instrumental in navigating market unpredictability and enhancing decision-

making processes [15–24].
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