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Abstract: As the demand for renewable energy solutions increases, electric vehicles (EVs) have become a 

critical component of sustainable transportation. Lithium-ion batteries, the core of EVs, determine vehicle 

performance and efficiency. Accurate Remaining Useful Life (RUL) prediction of these batteries is essential for 

effective battery management, reducing unexpected failures, and supporting sustainability goals. Traditional 

RUL prediction methods often fail to capture the complex degradation processes of batteries. To address these 

limitations, we propose a novel machine learning framework combining Artificial Neural Networks (ANN) for 

feature extraction and ensemble modeling with Random Forest (RF), K-Nearest Neighbors (KNN), and Gradient 

Boosting Decision Tree (GBDT). The final ensemble fusion further refines predictions by leveraging the 

complementary strengths of the models. Experimental results demonstrate that the proposed framework 

significantly improves prediction accuracy, with the final ensemble model achieving an R2 of 0.92 and reducing 

MAE and RMSE to 74.52 and 110.07, respectively. While promising, the framework faces challenges in real-

world generalization and computational efficiency, highlighting the need for further research.
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1. Introduction

The growing urgency to transition from conventional fossil fuels to sustainable energy sources has become a 

defining challenge of the 21st century. As global concerns about climate change and environmental degradation 

intensify, renewable energy solutions are increasingly regarded as vital pathways toward reducing carbon footprints 

and achieving long-term ecological balance [1–3]. Among the myriad of sustainable alternatives, electric vehicles 

(EVs) have emerged as a cornerstone of the green energy revolution. By replacing internal combustion engines with 

electric motors powered by lithium-ion batteries [4,5], EVs promise to not only cut greenhouse gas emissions but 

also provide an effective solution for a cleaner, more energy-efficient future.

At the heart of every EV lies its battery system, a critical component that determines the vehicle’s performance, 

efficiency, and lifespan [6,7]. Accurate prediction of the battery’s Remaining Useful Life (RUL) has thus gained 

significant attention in both academic and industrial domain [8–10]. RUL prediction refers to the estimation of the 
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remaining time or cycles before a battery reaches a state where it can no longer perform its intended function 

effectively [11,12]. This capability is vital for ensuring optimal battery management, preventing unexpected failures, 

and enhancing the economic viability of EVs by maximizing battery utilization and minimizing maintenance costs. 

Moreover, precise RUL prediction facilitates the development of more efficient recycling and disposal strategies, 

contributing further to the sustainability goals associated with EV adoption.

Traditional methods for RUL prediction, including physics-based models and simple statistical 

approaches [13–16], often fall short in capturing the complex, nonlinear degradation behaviors of lithium-ion 

batteries. These conventional techniques typically rely on simplified assumptions and static parameters [17–19], 

which limit their adaptability to real-world operating conditions and diverse battery chemistries. For instance, 

physics-based models require extensive domain knowledge and computational resources, making them 

impractical for widespread deployment. On the other hand, statistical models struggle to generalize across 

different datasets and fail to provide the accuracy required for modern EV applications. As a result, there is a 

pressing need for more robust and versatile methodologies capable of handling the intricacies of battery 

degradation.

In recent years, the rapid advancement of Artificial Intelligence (AI) [20–23] has opened new horizons for 

addressing the limitations of traditional RUL prediction methods. AI techniques, particularly those rooted in 

machine learning and deep learning [24 – 26], excel at identifying hidden patterns and extracting meaningful 

insights from large, high-dimensional datasets. By leveraging sensor data from batteries, these methods can 

learn the underlying relationships between various features and the degradation process without relying on 

explicit physical models. Furthermore, AI-driven approaches offer the flexibility to adapt to different battery 

types and usage scenarios, making them highly suitable for the dynamic and diverse landscape of EVs.

To address the challenges in RUL prediction, we propose an innovative framework shown in Figure 1 that 

integrates multiple machine learning algorithms through a unified ensemble model. Our methodology begins 

with the extraction of high-level representations from raw battery sensor data using an Artificial Neural Network 

(ANN) [27, 28]. The ANN serves as a feature extractor, capturing intricate relationships within the data and 

providing a robust foundation for subsequent analysis. These high-level representations are then utilized by 

three complementary machine learning models: Random Forest (RF), K-Nearest Neighbors (KNN), and 

Gradient Boosting Decision Tree (GBDT). Each model predicts the RUL independently, leveraging its unique 

strengths to contribute diverse perspectives to the overall estimation process. The final step in our framework 

involves fusing the outputs of the RF, KNN, and GBDT models using a Random Forest-based ensemble. This 

model fusion strategy combines the individual predictions into a single, cohesive output by assigning optimal 

weights to each component model based on its performance. By integrating these predictions, the ensemble 

model capitalizes on the complementary advantages of the underlying algorithms, enhancing accuracy and 

robustness while mitigating individual model biases.

2. Literature Review

Remaining Useful Life Prediction of Lithium-Ion Batteries

Accurate prediction of the RUL of lithium-ion batteries is crucial for the reliability and efficiency of electric 

vehicles (EVs). Traditional approaches, such as physics-based models, simulate the internal chemical and 

physical processes of battery degradation. While these models offer valuable insights, they often require 

extensive domain knowledge and are computationally intensive, limiting their practical application [29]. In 

contrast, data-driven methods, particularly those utilizing machine learning (ML) techniques, have gained 

prominence due to their ability to model complex, nonlinear relationships without explicit physical assumptions. 

Support Vector Regression (SVR) and Gaussian Process Regression (GPR) are among the commonly used ML 

methods for RUL prediction. SVR constructs a hyperplane in a high-dimensional space to perform regression, 

while GPR provides a probabilistic approach, offering not only predictions but also uncertainty estimates [30]. 

Deep learning models, such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks 

(RNNs), have further enhanced RUL prediction capabilities. CNNs are adept at extracting hierarchical features 

--2



Weidong H. et al. Innov. Appl. Eng. Technol. 2025, 4(1)

from data, making them suitable for capturing spatial dependencies, whereas RNNs, including Long Short-Term 

Memory (LSTM) networks, are proficient in modeling temporal sequences, effectively capturing the temporal 

dynamics of battery degradation [31]. Despite the advancements brought by ML and deep learning [32-34], 

challenges remain in feature extraction and model fusion. Integrating multiple models can leverage the strengths 

of each, leading to improved prediction performance. However, such integration requires careful consideration 

to avoid increased complexity and overfitting.

Figure 1.　The workflow of the proposed approach.

3. Method

3.1. Dataset Preparation

The dataset utilized in this study is sourced from the publicly available repository provided by AWS, 

containing comprehensive sensor data from lithium-ion batteries. This dataset consists of 100,377 samples with 

10 key features, including internal resistance (IR), charge capacity (QC), discharge capacity (QD), average 

temperature (Tavg), minimum temperature (Tmin), charge time, and additional metadata such as cycle number, 

cycle life, battery name, and battery index. The RUL) of the batteries was calculated as the difference between 

the total cycle life and the current cycle number. Features such as IR, QC, QD, Tavg, Tmin, and charge time 

were selected as inputs to predict the RUL. The data was divided into training, validation, and test sets, with 

70% used for training, 20% of the training set for validation, and the remaining 30% for testing. This dataset 

enables a detailed analysis of battery degradation behavior, offering a robust foundation for developing machine 

learning models for RUL prediction. The sensor data, characterized by diverse conditions and extensive cycles, 

ensures sufficient complexity to validate advanced predictive frameworks. The distribution of computed RUL is 

provided in Figure 2.
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Figure 2.　The RUL distribution of the dataset.

3.2. The Introduction of Used Machine Learning Models

3.2.1. ANN Model

Artificial Neural Networks (ANNs) [35–37] are computational models inspired by the structure and function 

of biological neural networks in the human brain. They consist of interconnected layers of artificial neurons that 

process and transmit information in a hierarchical manner. ANNs are widely used in various domains for tasks 

such as classification, regression, and pattern recognition due to their ability to model complex, nonlinear 

relationships within data. Their power lies in their adaptability, as they can learn intricate patterns directly from 

raw data through a process of optimization and backpropagation. In this study, we utilized an ANN architecture 

tailored for the regression task of predicting the RUL of lithium-ion batteries. The designed ANN model consists 

of three layers: an input layer, two hidden layers, and an output layer. The input layer takes sensor data from 

lithium-ion batteries, including features such as internal resistance, charge capacity, discharge capacity, average 

temperature, and charge time, which are crucial indicators of battery health. These features were preprocessed to 

ensure normalization and scaled to enhance the learning process.

The first hidden layer in the ANN architecture contains 64 neurons, employing a Rectified Linear Unit 

(ReLU) activation function [38–40]. This activation function introduces nonlinearity into the model, enabling it 

to learn and represent complex patterns in the data effectively. The second hidden layer contains 32 neurons, 

also utilizing the ReLU activation function. The gradual reduction in the number of neurons across layers allows 

the network to extract higher-level features while reducing the dimensionality of the data. The output layer 

consists of a single neuron with a linear activation function. This setup ensures that the model outputs a 

continuous numerical value, which is essential for the regression task of predicting RUL. The chosen 

architecture balances model complexity and computational efficiency, making it suitable for the dataset and task 

at hand.

The ANN model is trained using a supervised learning approach, where the network iteratively adjusts its 

weights and biases to minimize the error between predicted and actual RUL values. The ANN model was trained 

using the Adam optimizer [41,42] with a learning rate of 0.1 and the Mean Absolute Error (MAE) as the loss 

function, suitable for regression tasks. The training process ran for 50 epochs with a batch size of 32, balancing 

computational efficiency and gradient stability to ensure effective learning for the RUL prediction task.

3.2.2. K-Nearest Neighbors

K-Nearest Neighbors (KNN) [43,44] is a simple yet powerful non-parametric machine learning algorithm 

widely used for classification and regression tasks. In the context of regression, KNN predicts the target value of 

a data point by averaging the target values of its k nearest neighbors in the feature space. The proximity of these 
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neighbors is typically determined using a distance metric such as Euclidean distance, Manhattan distance, or 

Minkowski distance. The simplicity of KNN lies in its instance-based learning approach—it does not rely on 

any explicit training process but instead memorizes the training data and performs computations during 

prediction.

3.2.3. Gradient Boosted Decision Trees

Gradient Boosting Decision Tree (GBDT) [45, 46] is a highly effective ensemble learning algorithm that 

builds predictive models by sequentially combining weak learners, typically decision trees. The fundamental 

idea behind GBDT is to iteratively minimize a specified loss function by fitting new decision trees to the 

residual errors of the previous iterations. This gradient-based approach allows the model to correct its mistakes 

incrementally, resulting in a robust and accurate predictor.

3.2.4. Random Forest

Random Forest (RF) [47,48] is a widely used ensemble learning method that constructs multiple decision 

trees during training and aggregates their predictions to produce a final output. Each tree in the forest is trained 

on a random subset of the data and features, introducing diversity and reducing the risk of overfitting. For 

regression tasks, RF outputs the average of the predictions from individual trees, ensuring robustness against 

noisy data and overfitting.

3.3. Multi-Model Fusion Strategy for RUL Prediction

To further improve the performance of RUL prediction, we propose an innovative framework that integrates 

multiple machine learning algorithms through a unified ensemble model. The ANN mentioned before serves as a 

feature extractor, capturing intricate relationships within the data and providing a robust foundation for 

subsequent analysis. These high-level representations are then utilized by RF, KNN, and GBDT. Each model 

predicts the RUL independently, leveraging its unique strengths to contribute diverse perspectives to the overall 

estimation process. Then, the outputs of the RF, KNN, and GBDT models were fused using a Random Forest-

based ensemble. This model fusion strategy combines the individual predictions into a single, cohesive output 

by assigning optimal weights to each component model based on its performance. By integrating these 

predictions, the ensemble model capitalizes on the complementary advantages of the underlying algorithms, 

enhancing accuracy and robustness while mitigating individual model biases.

4. Results and Discussion

4.1. The Performance of Different Machine Learning Models

The performance of the ANN model in predicting the RUL of lithium-ion batteries in EV is depicted in 

Figure 3. The results highlight several challenges associated with the standalone use of the ANN model for this 

task, particularly concerning overfitting and the reliability of predictions on the test set. In the training curve 

(Figure 3a), the training loss demonstrates a gradual decline over 50 epochs, indicative of the model effectively 

learning patterns from the training data. However, the validation loss exhibits significant fluctuations and fails to 

converge, suggesting that the model struggles to generalize to unseen data. This discrepancy between training 

and validation losses is a classic sign of overfitting, where the model becomes excessively tailored to the 

training data while losing the ability to perform well on new data. The test set predictions, as shown in Figure 

3b, further underline the limitations of the ANN model in its current form. While many predictions align 

reasonably well with the true RUL values, several outliers demonstrate extreme deviations. For instance, the 

model occasionally outputs predicted RUL values in the range of tens of thousands, which are far beyond the 

realistic bounds of the dataset. Such anomalies not only degrade the model’s overall performance but also 

highlight its instability when exposed to variations in the input data. These observations emphasize the necessity 

of integrating the ANN model with other complementary machine learning techniques to enhance the robustness 

and reliability of the predictions [48–52]. Although the ANN excels at extracting high-level representations from 
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the input features, its predictions alone may lack the consistency required for practical applications in battery 

health management.

Figure 3.　The (a) training curve and (b) prediction performance of the ANN.

The results presented in Table 1, Figures 4 and 5 provide a comprehensive analysis of the performance of different 

models used for RUL prediction. The models under consideration include ANN+RF, ANN+KNN, ANN+GBDT, and 

the final ensemble ANN+RF+KNN+GBDT. Each of these models builds upon the high-level features extracted by 

the ANN, enhancing predictive performance through complementary machine learning techniques.

Figure 4.　The performance of different machine learning models combined with the ANN.
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Figure 5.　The visualization of performance comparison based on different machine learning models.

In the first stage, the ANN model acts as a feature extractor, capturing intricate relationships in the input sensor 

data. The extracted features are then utilized by three distinct models: RF, KNN, and GBDT. Each of these models 

leverages its unique strengths to improve RUL prediction: (1) ANN + RF: The Random Forest model effectively 

utilizes the extracted features, benefiting from its ability to handle high-dimensional data and identify important 

features. This approach achieves moderate improvements over the standalone ANN model, as indicated by a reduction 

in RMSE from 595.26 to 282.54. (2) ANN + KNN: The K-Nearest Neighbors model performs slightly better, with 

MAE and RMSE values of 173.22 and 254.87, respectively. KNN’s ability to capture local patterns in the extracted 

features enables it to outperform RF in this setup. However, KNN’s performance is limited by its sensitivity to the 

choice of hyperparameters, such as the number of neighbors. (3) ANN + GBDT: Gradient Boosting Decision Tree 

achieves the best performance among the individual models, with MAE and RMSE values of 159.26 and 232.47, 

respectively. GBDT’s ability to model complex, nonlinear interactions between features extracted by the ANN 

contributes to its superior performance. Moreover, GBDT demonstrates better robustness against overfitting compared 

to RF and KNN.

The final ensemble model integrates the outputs of RF, KNN, and GBDT using another Random Forest model 

for computing their weights of combination. This fusion strategy further significantly enhances predictive accuracy 

by leveraging the complementary strengths of the three models. The resulting MAE is reduced to 74.52, and RMSE 

is dramatically lowered to 110.07, while the R2 score increases to 0.92. This improvement highlights the effectiveness 

of combining diverse perspectives in the prediction process. The ensemble approach mitigates individual model biases 

and overcomes their respective weaknesses. For example, RF’s robustness, KNN’s ability to capture local patterns, 

and GBDT’s capacity to model complex interactions complement each other.

4.2. The Influence of n_estimators on the Final Ensembled Model Performance

Since the RF model was employed to determine the optimal weight combination of predictions from ANN + 

RF, ANN + KNN, and ANN + GBDT models, the investigation related to the setting of its hyperparameters e.g., 

n_estimators is crucial. Experiments were conducted with varying values of n_estimators ranging from 50 to 

500 shown in Figure 6. The left plot illustrates the changes in MAE and RMSE as n_estimators increases. Both 

metrics show a decreasing trend as the number of estimators grows. This indicates that increasing the number of 

Table 1.　The performance of different models in the testing dataset evaluated by various metrics.

Model Name

ANN

ANN + RF

ANN + KNN

ANN + GBDT

ANN + RF + KNN + GBDT

MAE

175.28

188.15

173.22

159.26

74.52

RMSE

595.26

282.54

254.87

232.47

110.07

R2

−1.31

0.47

0.57

0.64

0.92
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decision trees enhances the model’s ability to generalize and reduces prediction errors. The RMSE, in particular, 

sees a significant decline initially, emphasizing the RF model’s capacity to handle residual errors effectively. 

The right plot demonstrates the evolution of the R2 score with increasing n_estimators. The R2 value improves 

consistently, plateauing near 0.92 at around 300 estimators.

4.3. Feature Importance Analysis Based on the Random Forest

To better understand feature importance from the perspective of machine learning models, we trained a 

standalone Random Forest model on the dataset from scratch. This process aims to evaluate the relative 

contributions of each feature to the prediction of RUL. The results, illustrated in Figure 7, provide insights into 

how different features influence the model’s performance.

From the figure, it is evident that discharge capacity (QD) is the most critical feature, with the highest 

importance score. This indicates that the RUL of a battery is strongly correlated with its discharge behavior, as it 

reflects the battery’s ability to deliver power over time. The second most important feature is charge time, 

which provides indirect information about the battery’s efficiency and charging patterns, further emphasizing its 

relevance to degradation analysis. The internal resistance (IR) ranks third, showcasing its significance in 

monitoring battery health. Higher resistance is often associated with aging and reduced performance, making it a 

valuable predictor for RUL. In contrast, features such as charge capacity (QC), average temperature (Tavg), and 

minimum temperature (Tmin) exhibit lower importance scores. While these features contribute to the prediction, 

their influence is relatively minor compared to QD, charge time, and IR. The results are consistent with general 

battery science, but they also highlight the limitations of data-driven models like Random Forest. The model 

interprets feature importance based on statistical patterns in the dataset, which may not fully capture all domain-

Figure 6.　The influence of the number of estimators on the final ensembled model’s performance.

Figure 7.　The influence of different features based on the random forest.
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specific nuances or edge cases. For instance, temperature effects, though less prominent in this analysis, are 

critical in specific real-world scenarios like extreme operating environments or fast charging.

4.4. Discussion

While the proposed framework demonstrates significant improvements in RUL prediction, several 

limitations should be addressed in future research: (1) The study relies on a specific dataset with sensor data 

from lithium-ion batteries under controlled conditions. Real-world environments may introduce additional 

variability, such as extreme temperatures or irregular charging behaviors, which are not accounted for in the 

current model. This limits the generalizability of the findings across diverse battery applications. (2) The 

ensemble framework, while effective, introduces increased complexity by combining multiple machine learning 

models. This complexity may hinder interpretability, making it challenging to understand how each component 

contributes to the final prediction. Developing more transparent ensemble techniques or explainable AI methods 

could address this issue. (3) Training and fine-tuning multiple models, including Random Forest, KNN, and 

GBDT, are computationally intensive, especially with large datasets. This could limit the practical application of 

the framework in scenarios requiring real-time or on-device RUL predictions. (4) Although the framework 

leverages ANN-extracted features, the absence of domain-specific feature engineering may have overlooked 

critical interactions between variables, such as temperature effects under specific conditions.

5. Conclusion

This study presents an innovative framework for predicting the RUL of lithium-ion batteries using an 

ensemble machine learning approach. By combining ANN-based feature extraction with RF, KNN, and GBDT 

models, the proposed method demonstrates enhanced predictive accuracy and robustness. The final ensemble 

model effectively integrates the strengths of individual algorithms, achieving significant improvements in RUL 

estimation. Furthermore, feature importance analysis highlights the relevance of discharge capacity and charge 

time as key indicators of battery health. Despite these advancements, challenges remain, including 

computational demands, limited generalizability to real-world conditions, and the need for more domain-specific 

feature engineering. Future work should focus on addressing these limitations to ensure practical applicability 

and scalability of the framework in diverse battery management scenarios.
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