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Abstract: Quantitative trading of specialized financial instruments like US education funds requires 

comprehensive analysis of both market dynamics and external influencing factors. This paper proposes a novel 

multi-agent framework that integrates collaborative agents for market analysis, macroeconomic trend 

assessment, and policy change evaluation, along with a multi-level reflection mechanism for continuous strategy 

optimization. Through extensive experiments using a comprehensive dataset from 2018 to 2024, the framework 

demonstrates superior performance compared to traditional rule-based strategies and machine learning 

approaches, achieving higher returns, better risk-adjusted performance, and enhanced risk management 

capabilities. The integration of multi-agent collaboration, non-market factor analysis, and adaptive strategy 

refinement provides a robust solution for achieving long-term investment goals in dynamic market environments.

Keywords: multi-agent framework; quantitative trading; non-market factor analysis; multi-level reflection 

mechanism; US education funds

1. Introduction

Quantitative trading has revolutionized the financial industry, enabling data-driven decision-making and 

sophisticated strategy implementation. However, existing quantitative trading systems often focus narrowly on 

market data, neglecting the significant impact of non-market factors such as macroeconomic trends and policy 

changes. This limitation is particularly problematic for specialized investment vehicles like US education funds, 

which are subject to unique regulatory environments and long-term investment horizons.

US education funds represent a distinctive segment of the financial market, dedicated to supporting 

educational institutions and initiatives. These funds require tailored trading strategies that account for both 

market dynamics and external influencing factors. Traditional trading approaches, whether rule-based or 

machine learning-based, typically fail to comprehensively analyze the complex interplay between market 

conditions and non-market elements that shape the performance of education funds. Recent advances in multi-

agent systems offer promising avenues for addressing these challenges. Multi-agent frameworks have 
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demonstrated effectiveness in various domains by enabling collaborative analysis and decision-making through 

specialized agents. However, their application to quantitative trading, particularly for specialized financial 

instruments like education funds, remains underexplored. This paper bridges this gap by proposing a novel 

multi-agent framework specifically designed for the quantitative trading of US education funds. Our approach 

integrates a collaborative multi-agent system with the analysis of non-market factors and a multi-level reflection 

mechanism.

The key innovations of our proposed framework are summarized as follows:

1. Multi-Agent Framework for Education Fund Trading: We introduce a novel multi-agent framework 

specifically designed for quantitative trading of US education funds. Unlike traditional trading systems that 

focus solely on market data, our framework incorporates a diverse set of agents, each specializing in different 

aspects of the investment process, including market analysis, macroeconomic trends, and policy changes. This 

collaborative mechanism enables a comprehensive evaluation of both market and non-market factors, leading to 

more informed and robust investment decisions tailored for education funds.

2. Integration of Non-Market Factors: Our framework uniquely emphasizes the analysis of non-market 

factors such as macroeconomic indicators and policy changes, which signif- icantly impact the performance of 

education funds. By integrating these factors into the trading strategy, we address the limitations of existing 

systems that often overlook the influ- ence of external economic and regulatory environments. This holistic 

approach enhances the system’s ability to adapt to dynamic market conditions and long-term investment goals.

3. Multi-Level Reflection Mechanism: We propose a multi-level reflection mechanism to continuously 

optimize the trading strategy. This mechanism allows the system to learn from past decisions and market 

feedback, enabling dynamic adjustments to the investment strategy. Through iterative reflection and adaptation, 

the framework ensures sustained growth and risk management, making it particularly suitable for the long-term 

investment horizon of education funds.

2. Related Work

2.1. LLMs as Financial Assistants

Large Language Models (LLMs) enhance financial analytical support through fine-tuning on financial data 

or training on financial corpora, rather than direct trade execution.

2.1.1. Fine-Tuned LLMs for Finance

Fine-tuning improves domain-specific performance in finance. Models like PIXIU (FinMA) [1], FinGPT [2,

3], and Instruct-FinGPT [4] show significant improvements over base models. These models outperform other 

open-source LLMs like BLOOM and OPT [3,5] in finance classification tasks, though they may not match the 

generative capabilities of powerful general-purpose models like GPT-4.

2.1.2. Finance LLMs Trained from Scratch

Training LLMs from scratch on finance-specific corpora aims for better domain adaptation. Models like 

BloombergGPT [6], XuanYuan 2.0 [7], and Fin-T5 [8] combine public datasets with finance-specific data during 

pretraining. These models offer com- petitive performance among similar-sized open-source models while 

maintaining general language understanding.

2.2. LLMs as Traders

LLMs acting as trader agents make direct trading decisions by analyzing external data. Proposed 

architectures include news-driven, reasoning-driven, and reinforcement learning (RL)-driven agents.

2.2.1. News-Driven Agents

News-driven architectures integrate stock news and macroeconomic updates into LLM prompts to predict 

stock price movements. Studies evaluating both closed-source models and open-source LLMs in financial 
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sentiment analysis have shown the effectiveness of simple long-short strategies based on sentiment scores [9–

11]. Advanced methods involve summarizing news data and reasoning about their relationship with stock prices

[12–14].

2.2.2. Reasoning-Driven Agents

Reasoning-driven agents enhance trading decisions through mechanisms like reflection and debate. 

Reflection-driven agents, such as FinMem [15] and FinAgent [16], use layered memorization and multimodal 

data to summarize inputs into memories, inform decisions, and incorporate technical indicators. Debate-driven 

agents, like those in heterogeneous frameworks [17,18], and TradingGPT [19], enhance reasoning and factual 

validity by employing LLM debates among agents with different roles.

2.2.3. Reinforcement Learning-Driven Agents

Reinforcement learning methods align LLM outputs with expected behaviors, using backtesting as rewards. 

SEP employs RL with memorization and reflection to refine LLM predictions based on market history [20]. 

Classical RL methods are also used in trading frameworks that integrate LLM-generated embeddings with stock 

features, and are trained via algorithms like Proximal Policy Optimization (PPO) [21–23].

2.3. LLMs as Alpha Miners

LLMs generate alpha factors instead of making direct trading decisions. QuantAgent demonstrates this by 

leveraging LLMs to produce alpha factors through an inner-loop and outer-loop architecture [24]. This approach 

enables progressive approximation of optimal behavior. Subsequent research, such as AlphaGPT [25, 26], 

proposes a human- in-the-loop framework for alpha mining with a similar architecture, highlighting the potential 

of LLM-powered alpha mining systems in automating and accelerating the development of trading strategies. 

Moreover, F. Chen et al., proposed to hande handwritten digit recognition dataset through efficient machine 

learning methods such as four efficient Neural Networks, which can be potentially integrated within the LLM 

framework [27].

3. Methodology

As shown in Figure 1, the system starts by collecting relevant input data (market, macroeconomic, policy), 

then feeds it into each agent for analysis. Insights are shared among agents, with the trader synthesizing this 

information into actionable decisions. These decisions are executed, and market feedback is processed. The 

feedback informs the low-level and high-level reflection processes, allowing the system to adapt over time and 

improve decision-making.

Figure 1.　The proposed framework integrates three key components—Multi-Agent Collaboration Mechanism, 
Incorporation of Non-Market Factors, and Multi-Level Reflection Mechanism—into a unified system for 
quantitative trading of US education funds.
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3.1. Multi-Agent Collaboration Mechanism

The proposed framework employs a multi-agent system to facilitate comprehensive analysis and decision-

making for quantitative trading of US education funds. The core of this system is a collaborative mechanism that 

integrates multiple specialized agents, each responsible for a specific aspect of the investment process. These 

agents include a market analyst, a macroeconomic analyst, a policy analyst, and a trader.

The market analyst agent focuses on processing and analyzing market data, including historical and real-

time performance data of education funds, trading volumes, and market trends. It employs various technical 

indicators and machine learning models to identify patterns and predict short-term market movements. For 

example, the agent may use a moving average model to smooth out short-term fluctuations and highlight longer-

term trends:

MAt =
1
n∑i = 0

n - 1

Pt - i (1)

where MAt is the moving average at time t, Pt - i is the price at time t - i, and n is the number of periods.

The macroeconomic analyst agent monitors and interprets macroeconomic indicators such as GDP growth, 

inflation rates, and employment data. It assesses the overall economic environment and its potential impact on 

the performance of education funds. For instance, the agent may analyze the correlation between GDP growth 

and the performance of education funds using a linear regression model:

Rf = β0 + β1GDP + ϵ (2) 

where Rf is the return of the education fund, GDP is the gross domestic product growth rate, β0 and β1 are 

regression coefficients, and ϵ is the error term.

The policy analyst agent tracks changes in government policies and regulations related to education and 

finance. It evaluates the implications of these changes on the investment landscape and provides insights into 

potential risks and opportunities. For example, the agent may use a sentiment analysis model to quantify the 

impact of policy news on the market:

Sentiment = f (PolicyNews) (3)

where Sentiment is the sentiment score derived from policy news.

Finally, the trader(manager) agent synthesizes the information and recommendations from the other agents 

to make informed trading decisions. It considers both market conditions and non-market factors to optimize the 

investment strategy. The trader agent uses a utility function to balance risk and return:

U = αE(R)-
β
2

Var(R) (4)

where U is the utility, E(R) is the expected return, Var(R) is the variance of returns, and α and β are risk 

preference parameters.

The collaboration among these agents is facilitated through a centralized communication protocol. Each 

agent generates reports and insights based on its analysis, which are then shared with the other agents. The 

trader agent integrates these inputs to form a unified trading strategy. This process involves iterative interactions, 

where the agents continuously update their analyses based on new information and feedback from the market. 

The collaborative mechanism ensures that the trading strategy is not only data-driven but also adaptive to the 

dynamic and complex nature of the financial markets.

The algorithm governing the interaction and decision-making process among the agents is outlined in 

Algorithm 1. It begins with the initialization of each agent and the collection of relevant data. In each trading 

period, the market analyst processes market data and generates market insights. Simultaneously, the 

macroeconomic analyst and policy analyst analyze their respective data sources and provide macroeconomic 

and policy insights. These insights are then shared with the trader agent, which synthesizes the information to 

make trading decisions. The trader agent also reflects on past decisions and market feedback to optimize future 

strategies. This iterative process continues throughout the trading horizon, ensuring continuous adaptation and 
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improvement of the investment strategy.

The Algorithm 1 integrates technical analysis (S tech
t ) computed by an MLP processing 10-day EMA, 14-day 

RSI, and 20-day volatility (EMA10, RSI14, σ20), with macroeconomic forecasts (R
^ macro

t ) from a TFT model 

analyzing GDP growth (GDPt), lagged CPI (CPIt - 1), and unem-ployment changes (DUnempt). Policy sentiment 

(Sentt) is derived through FinBERT embeddings of education news weighted by learnable parameters Wpolicy. The 

trader agent’s utility function Ut = α[λm S tech
t + λe R

^ macro

t + λp Sentt ]- βVar(R) combines these signals using 

adaptive weights (λm,λe,λp) with risk penalty βVar(R). Execution thresholds include the 80th percentile historical 

utility (Q80 (U )), 20% AUM position limits, and liquidity constraints (10% ADV for buys, 5% ADV for sells). 

The Å operator fuses LLM-generated insights through context-aware concatenation, with parameters updated 

via PPO policy gradients ÑθE[Rt|st ].

3.2. Incorporation of Non-Market Factors

In addition to market data, non-market factors such as macroeconomic indicators and policy changes 

significantly impact the performance of US education funds. Our framework integrates these factors into the 

trading strategy to enhance its robustness and adaptability.

Macroeconomic indicators, including GDP growth, inflation rates, and employment data, provide insights 

into the overall economic environment. These indicators are sourced from the Bureau of Economic Analysis 

(BEA) and the Federal Reserve Economic Data (FRED). The data is preprocessed by normalizing and 

standardizing the values to ensure comparability across different time periods and scales.

Policy changes, particularly those related to education and finance, can have a profound impact on education 

funds. Data on policy changes is obtained from the US Federal Government Websites and the Federal Register. 

The policy analyst agent tracks these changes and assesses their potential impact on the investment landscape. 

This involves analyzing the sentiment of policy news and quantifying its impact on market expectations.

To incorporate non-market factors into the decision-making process, we employ several algorithms. 

Sentiment analysis is performed on policy news using natural language processing techniques to derive 

sentiment scores. These scores are then used to adjust the trading strategy in response to policy changes. Policy 

impact assessment is conducted by analyzing the correlation between policy changes and historical fund 
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performance. This helps in predicting the potential impact of new policies on education funds.

Macroeconomic forecasting is achieved through time-series analysis and machine learning models. For 

example, an autoregressive integrated moving average (ARIMA) model can be used to forecast GDP growth:

GDPt = c + ϕ1GDPt - 1 + ϕ2GDPt - 2 + + ϕpGDPt - p + θ1ϵ t - 1 + θ2ϵ t - 2 + + θqϵ t - q + ϵ t (5)

where GDPt is the GDP growth rate at time t, c is a constant, ϕ1 are the autoregressive coefficients, θ i are the 

moving average coefficients, and ϵ t is the error term.

The incorporation of non-market factors into the trading strategy allows the framework to better adapt to 

changes in the economic and regulatory environment. By analyzing macroeconomic indicators and policy 

changes, the framework can make more informed decisions that consider both market and non-market 

influences, leading to improved performance and risk management for US education funds.

3.3. Multi-Level Reflection Mechanism

The multi-level reflection mechanism is a crucial component of our framework, enabling the system to learn 

from past decisions and market feedback to optimize future trading strategies. This mechanism operates at two 

levels: the low-level reflection focuses on short-term market dynamics and trading performance, while the high-

level reflection considers long-term trends and strategic adjustments. The low-level reflection involves 

analyzing the outcomes of recent trades and identifying patterns in market behavior. This is achieved through a 

reinforcement learning approach, where the trader agent receives feedback in the form of rewards or penalties 

based on the performance of its trading decisions. The goal is to reinforce behaviors that lead to positive 

outcomes and discourage those that result in losses. The low-level reflection process can be described by the 

following algorithm (see Algorithm 2):

where θ represents the parameters of the trading strategy, at is the trading action at time t, rt is the reward 

received, and α is the learning rate.

The high-level reflection involves analyzing the performance of the trading strategy over a longer time 

horizon and making strategic adjustments based on macroeconomic trends and policy changes. This is achieved 

through a feedback loop that incorporates insights from the macroeconomic analyst and policy analyst agents. 

The high-level reflection process can be described by the following algorithm (see Algorithm 3):

where S represents the long-term trading strategy, J (S) is the performance objective function, and β is the 

learning rate.
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The multi-level reflection mechanism allows the system to continuously learn and adapt to chang- ing 

market conditions. By combining low-level reinforcement learning with high-level strategic adjustments, the 

framework can optimize its trading strategy to achieve long-term growth and risk management for US education 

funds. This mechanism ensures that the system not only responds to immediate market feedback but also 

anticipates and adapts to broader economic and policy trends.

4. Experiment

4.1. Dataset Description

To evaluate the proposed framework, we utilized relevant datasets covering various aspects of US education 

funds, as illustrated in Figure 2.

Market data was obtained from Alpha Vantage, providing historical and real-time market data of education 

funds. Macroeconomic indicators were sourced from the Bureau of Economic Analysis (BEA) and the Federal 

Reserve Economic Data (FRED). Policy and regulatory information was obtained from the US Federal 

Government Websites and the Federal Register. Fund performance data was sourced from Morningstar, 

providing detailed information on fund performance, holdings, and risk metrics. News and sentiment data were 

obtained from Similarweb Investor API.

The data covers a period from January 2018 to December 2024. Preprocessing steps included data cleaning, 

normalization, and alignment of time series data from different sources. Missing values were handled using 

interpolation and forward-fill methods. The data was split into training, validation, and testing sets in a ratio of 

70:15:15 to ensure robust evaluation.

The evaluation metrics used to assess the performance of the framework include:

● Return on Investment (ROI): Measures the overall profitability of the trading strategy.

● Sharpe Ratio: Evaluates the risk-adjusted return of the strategy by considering the excess return per unit 

of risk.

● Maximum Drawdown (MDD): Quantifies the largest peak-to-trough decline in the portfolio value, 

indicating the worst-case scenario.

4.2. Ablation Studies

To evaluate the impact of each component of the proposed framework, we conducted ablation studies. 

Specifically, we compared the full framework with versions where each component was removed:

● Without Multi-Agent Collaboration: This version uses a single-agent system that only considers market 

data, ignoring the insights from macroeconomic and policy analysts.

● Without Non-Market Factors: This version excludes the integration of macroeconomic indicators and 

Figure 2.　Dataset distribution for various aspects of US education funds, including market data, 
macroeconomic indicators, policy information, fund performance, and news sentiment.
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policy changes, focusing solely on market data.

● Without Multi-Level Reflection: This version removes the reflection mechanism, prevent- ing the 

system from learning from past decisions and adapting its strategy.

The experimental setup involved training and testing each version of the framework on the same dataset and 

under the same conditions. The performance was evaluated using the metrics defined in Section 4.1.

The results of the ablation studies are presented in Table 1. The full framework consistently out- performs 

the ablated versions across all metrics, demonstrating the significant contribution of each component to the 

overall performance.

These results highlight the importance of each component in the framework. The multi-agent collaboration 

enhances the system’s ability to analyze diverse data sources, while the integration of non-market factors 

provides a more comprehensive view of the investment landscape. The multi-level reflection mechanism enables 

continuous learning and adaptation, leading to improved long-term performance.

4.3. Comparison with State-of-the-Art Methods

To validate the effectiveness of the proposed framework, we compared its performance with several state-of-

the-art trading methods, including both traditional rule-based strategies and machine learning- based approaches. 

The comparison was conducted using the same dataset and evaluation metrics.

4.3.1. Traditional Rule-Based Methods

We compared the proposed framework with the following traditional rule-based trading strategies:

● Moving Average Crossover: A strategy that generates buy/sell signals based on the crossover of short-

term and long-term moving averages. This strategy is widely used for its simplicity and effectiveness in trend-

following scenarios.

● Mean Reversion: A strategy that exploits the tendency of asset prices to revert to their historical mean. 

This strategy is particularly effective in markets with strong mean-reverting behavior.

4.3.2. Machine Learning-Based Approaches

We also compared the proposed framework with the following machine learning-based trading algorithms:

● Long Short-Term Memory (LSTM) Networks: LSTM networks are widely used for time-series 

prediction tasks, including US education funds price forecasting. They are capable of capturing complex 

patterns in sequential data.

● Random Forest Classifier: A popular supervised learning algorithm that can handle non- linear 

relationships and interactions between features. It is often used for classification tasks in trading.

● Q-Learning: A reinforcement learning algorithm that learns to make decisions by maxi- mizing the 

cumulative reward. It is particularly useful in dynamic environments where the agent needs to adapt to 

changing conditions.

4.3.3. Quantitative Comparison

The quantitative comparison results are presented in Table 2. The proposed framework consistently 

Table 1.　Ablation Study Results.

Configuration

Full Framework

Without Multi-Agent Collaboration

Without Non-Market Factors

Without Multi-Level Reflection

ROI

25.6%

18.4%

21.3%

23.1%

Sharpe Ratio

1.52

1.21

1.35

1.42

MDD

12.3%

15.8%

14.2%

13.5%
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outperforms the baseline methods across all metrics, demonstrating its superior performance in terms of risk-

adjusted returns and adaptability to market changes.

4.3.4. Qualitative Comparison

Beyond the quantitative metrics illustrated in Figure 3, we also conducted qualitative analyses to 

demonstrate the advantages of the proposed framework. For example, during a period of significant policy 

changes affecting education funding, the proposed framework was able to adapt its trading strategy to mitigate 

risks and capitalize on emerging opportunities. In contrast, traditional rule-based methods and machine learning-

based approaches struggled to respond effectively to these changes, leading to suboptimal performance.

The proposed framework’s ability to integrate both market and non-market factors, combined with its 

continuous optimization through the multi-level reflection mechanism, makes it particularly well- suited for 

managing US education funds in a volatile market environment. This qualitative advantage is evident in the 

framework’s robust performance across different market conditions and its ability to balance risk and return effectively.

4.4. Case Studies

Case 1: Policy-Driven Portfolio Adjustment

1. Fund Profile: A US education fund focused on K-12 schools, with a portfolio including education funds 

and bonds related to educational institutions.

2. System Input: Market data showing stable performance, macroeconomic indicators indicat- ing steady 

Table 2.　Comparison with State-of-the-Art Methods.

Method

Proposed Framework

Moving Average Crossover

Mean Reversion

LSTM Networks

Random Forest Classifier

Q-Learning

ROI

25.6%

15.2%

12.4%

20.1%

18.4%

19.8%

Sharpe Ratio

1.52

1.01

0.92

1.23

1.10

1.15

MDD

12.3%

18.5%

21.3%

16.7%

19.2%

17.4%

Figure 3.　The proposed framework’s ability to integrate both market and non-market factors, com- bined with 
its continuous optimization through the multi-level reflection mechanism, makes it particularly well-suited for 
managing US education funds in a volatile market environment.
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economic growth, and policy news about increased federal funding for public schools.

3. Processing:

● Policy Analyst Agent: Identified the policy news as a significant positive factor for traditional public 

schools.

● Market Analyst Agent: Noted stable market conditions with low volatility.

● Sentiment Analyst Agent: Conducted sentiment analysis on news articles, confirming positive 

sentiment towards public education.

4. Output: The manager agent recommended increasing exposure to education funds of companies 

providing services to public schools, while reducing holdings in for-profit education companies. This decision 

was based on the anticipated increase in funding for public education and the positive market sentiment.

5. Outcome: The fund outperformed the benchmark index by 3.2% over the next quarter, demonstrating the 

effectiveness of the policy-driven adjustment.

Case 2: Economic Downturn Risk Management

1. Fund Profile: A diversified US education fund with holdings in various sectors, including technology and 

healthcare.

2. System Input: Market data showing increased volatility, macroeconomic indicators indicat- ing a 

potential recession, and policy news about potential cuts in education funding.

3. Processing:

● Macroeconomic Analyst Agent: Forecasted a potential economic downturn based on GDP and 

employment data.

● Policy Analyst Agent: Highlighted the risk of reduced funding for education projects.

● Risk Management Agent: Suggested a defensive portfolio adjustment to mitigate potential losses.

4. Output: The manager agent recommended reducing equity exposure and increasing bond holdings to 

preserve capital. The system also suggested delaying major investment decisions until market conditions 

stabilized.

5. Outcome: The fund maintained a stable net asset value while the broader market experienced a 6.8% 

decline, showcasing the framework’s risk management capabilities.

Case 3: Long-Term Growth Strategy Optimization

1. Fund Profile: A long-term oriented US education fund focused on capital appreciation, with a significant 

allocation to growth-oriented education companies.

2. System Input: Market data showing strong performance in the education technology sector, 

macroeconomic indicators indicating economic growth, and policy news about increased investment in STEM 

education.

3. Processing:

● Market Analyst Agent: Identified positive trends in edtech education funds prices.

● Policy Analyst Agent: Noted increased government support for STEM initiatives.

● Sentiment Analyst Agent: Conducted sentiment analysis, confirming positive market sentiment 

towards edtech.

4. Output: The manager agent recommended increasing exposure to edtech education funds, particularly 

those involved in STEM education. The system also suggested maintaining a moderate allocation to bonds for 

risk management.

5. Outcome: The fund achieved a 12.4% return over the next year, significantly outperforming the 

benchmark index and demonstrating the effectiveness of the growth strategy.

5. Conclusions and Future Work

In this paper, we proposed a novel multi-agent framework for the quantitative trading of US education 

funds. Our framework integrates a collaborative multi-agent system with the analysis of non-market factors and 

a multi-level reflection mechanism. Through extensive experiments using a comprehensive dataset from 2018 to 

2024, the framework demonstrates superior performance compared to traditional rule-based strategies and 
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machine learning approaches, achieving higher returns, better risk-adjusted performance, and enhanced risk 

management capabilities.

However, there are still limitations in our approach. First, the computational complexity of the multi- agent 

system may increase with the number of agents and the complexity of their interactions. Second, the accuracy of 

non-market factor analysis depends on the quality and availability of macroeconomic and policy data, which can 

be challenging to obtain in real-time. Third, while the multi-level reflection mechanism improves strategy 

adaptation, it may require further refinement to handle extreme market conditions more effectively.

Future work will focus on addressing these limitations. We plan to explore more efficient computa- tional 

methods to reduce the complexity of the multi-agent system, investigate alternative data sources and real-time 

data processing techniques to enhance the accuracy and timeliness of non-market factor analysis, and develop 

enhanced reflection mechanisms that can better handle extreme market scenarios. Additionally, we intend to 

extend the framework to other specialized financial instruments and conduct more comprehensive empirical 

studies across different market conditions.
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