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Abstract: This pioneering research introduces a novel approach for decision-makers in the heavy machinery 

industry, focusing on production management. The study integrates machine learning techniques like Markov 

chain analysis and radar charts to optimize North American Crawler Cranes market production processes. 

Markov chain analysis evaluates risk factors, aiding in informed decision-making and risk management. Radar 

charts simulate benchmark product designs, enabling datadriven decisions for production optimization. This 

interdisciplinary approach equips decision-makers with transformative insights, enhancing competitiveness in 

the heavy machinery industry and beyond. By leveraging these techniques, companies can revolutionize their 

production management strategies, driving success in diverse markets.
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1. Introduction

This pioneering research significantly contributes to the industrial management of marketing decision-

making in the heavy machinery industry by combining machine learning, data analysis, traditional Markov 

chain, and radar chart visualization. In addition, the findings and methodologies of this study have broader 

applications and can benefit decision-makers. Integrating data-driven methods, such as machine learning, data 

analysis, Markov chain statistics, and radar charts, offers valuable insights, risk assessment capabilities, and 

visualization tools that decision-makers in various industries can harness to optimize performance, manage 

risks, and drive strategic decision-making.

1.1. Introduction of Data-Driven Decision-Making and Risk Factors

In today’s dynamic and competitive business landscape, data-driven decision-making has become essential 

for marketing professionals to gain a competitive edge. The heavy machinery industry, in particular, requires 

meticulous analysis of market dynamics, competition, and risk factors to make informed strategic choices. A 

datadriven decision-making study aims to identify the competitive landscape, understand the market dynamics, 

and assess the strategies of key players in the industry [1,2]. Data-driven decision-making study in the heavy 

machinery industry involves evaluating the strengths and weaknesses of key business players, including 
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comparing manufacturers’  revenue, revenue size, revenue growth rate, and competition relationship, which are 

essential factors to consider [3 –5]. By conducting a competitive business strategy analysis, companies in the 

heavy machinery industry can identify their strengths and weaknesses, benchmark themselves against their 

competitors, and make informed strategic decisions to improve their competitiveness and business position [6–8]. 

The revenue comparison helps understand how each manufacturer performs in the market and identifies the 

leading players [9, 10]. It is also crucial to evaluate the revenue size of each manufacturer to determine their 

market share and dominance. Furthermore, analyzing the revenue growth rate of each manufacturer can provide 

insight into their future growth potential and their ability to adapt to changing market conditions [11 –13]. A 

higher revenue growth rate indicates a stronger market position and potential for future success [14]. Finally, 

understanding the competition relationship between manufacturers is crucial for identifying potential threats and 

opportunities [15]. This can be achieved by analyzing pricing, product offerings, distribution channels, and 

marketing strategies. Overall, conducting a thorough analysis of these factors can help manufacturers make 

informed decisions about their business strategies and improve their competitiveness in the heavy machinery 

equipment market.

1.2. Trend Analysis

This paper explores the innovative application and benefits of utilizing Ridge Regression as a powerful tool 

for trend analysis in business and industrial management, focusing on the competitive market for crawler cranes 

in the heavy machinery sector. Understanding and predicting market trends is paramount for effective decision-

making and maintaining a competitive edge in the industrial machinery industry, especially within the crawler 

crane segment. Traditional regression methods often grapple with challenges related to multicollinearity and 

overfitting when analyzing intricate datasets [16]. Nevertheless, Ridge Regression rises to the occasion by 

introducing a regularization parameter that mitigates model complexity and stabilizes coefficient estimates.

The novelty of integrating Ridge Regression into trend analysis lies in its capacity to strike a harmonious 

balance between bias and variance [17]. By imposing a penalty term on the regression model, Ridge Regression 

adeptly manages the influence of highly correlated predictors, resulting in more precise and resilient trend 

analysis [18]. This approach equips industrial management decision-makers with the tools to identify and 

interpret pivotal factors influencing market trends, facilitating proactive strategies and well-informed actions.

Furthermore, the advantages of employing Ridge Regression for trend analysis in the heavy machinery 

crawler crane market are substantial. Firstly, it empowers decisionmakers to discern critical variables that shape 

market trends, such as customer preferences, technological advancements, and regulatory changes [19]. With 

this knowledge, companies can align their product development, marketing strategies, and resource allocation 

with these identified trends, ultimately enhancing competitiveness and market positioning.

Secondly, Ridge Regression quantifies the impact of each predictor on market trends [20]. Consequently, 

decision-makers can prioritize their efforts based on the magnitude of influence and allocate resources 

judiciously. This approach streamlines decision-making and resource allocation, optimizing overall business and 

industrial management performance in the fiercely competitive heavy machinery market.

1.3. Risk Factors Analysis

Integrating advanced analytical models into marketing analysis has ushered in a transformation in how 

businesses formulate strategic decisions [21–23]. While many techniques have found application in this domain, 

using Markov chains, a mathematical model historically rooted in physics and finance, remains relatively 

uncommon in business and industrial management [24]. However, the distinct capabilities inherent in Markov 

chains hold significant potential to unearth invaluable insights and revolutionize the decision-making processes 

in the heavy machinery industry.

Markov chains present a probabilistic framework that equips marketing professionals with the means to 

model and comprehend the intricate dynamics of complex systems [25,26]. At its core, the Markov chain hinges 

on its capacity to predict future states of a system based solely on its present form, with no consideration of past 

events. This unique property renders it an ideal instrument for scrutinizing competitive relationships, assessing 
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company performance, and evaluating risk factors within the heavy machinery industry.

By harnessing the power of the Markov chain model, decision-makers in marketing can discern patterns, 

trends, and probabilities associated with future events in the marketplace [27]. This predictive prowess 

empowers them to make well-informed decisions and craft effective marketing strategies that propel business 

growth and enhance their competitive standing.

This research highlights Markov chains’  underexplored yet promising application in marketing analysis 

within business and industrial management, particularly in the heavy machinery industry. By adopting the 

Markov chain model, decision-makers can comprehensively understand market dynamics, pinpoint potential 

risks, and base their decisions on data-driven insights to optimize their marketing endeavors.

This study serves as a clarion call to recognize the untapped potential of Markov chains in marketing 

analysis. It underscores their pertinence in the sphere of business and industrial management. Furthermore, by 

showcasing the tangible benefits of this approach and providing practical insights, we seek to inspire further 

exploration and the broader adoption of the Markov chain model in the decision-making processes of marketing 

professionals. Ultimately, we aim to empower marketing practitioners in the heavy machinery industry to 

harness advanced analytical techniques, unlocking new vistas of opportunity and success.

1.4. Radar Chart to Simulate Benchmark Products

Using a radar chart to manufacture benchmark products offers several advantages and novel applications 

(2008) [28,29]:

Visual Comparison: Radar charts provide a visually appealing and intuitive way to compare multiple 

attributes or dimensions of different products simultaneously. The radar chart allows for a quick and 

comprehensive visual comparison of the benchmark products by plotting the details on different axes and 

connecting the data points [30,31].

Comprehensive Assessment: Radar charts thoroughly assess the benchmark products across various 

dimensions. Each attribute represents a specific characteristic or feature of the product, such as quality, 

performance, features, price, or customer support. The radar simultaneously hart provides a holistic view of how 

the benchmark products permission by plotting the data points for each attribute [32,33].

Relative Performance: Radar charts enable the assessment of the benchmark products’  relative 

performance compared to each other. The distance from the center of the chart to each data point represents the 

magnitude or value of the attribute. By comparing the spaces between the data points of different products, it is 

possible to identify which product performs better or worse in specific dimensions [34,35].

Identifying Strengths and Weaknesses: Radar charts help identify the strengths and weaknesses of the 

benchmark products across different dimensions. Observing the patterns and shapes formed by the data points 

makes it easier to identify areas where a product excels or lags. This information can be invaluable for 

decisionmaking and prioritizing improvements or investments in specific areas [36,37].

Visualization of Trade-offs: Radar charts allow for the visualization of tradeoffs between different 

attributes or dimensions. When the data points of two or more products intersect or overlap, they indicate that 

they have similar performance levels in those dimensions. On the other hand, when the data points diverge, it 

highlights the trade-offs or differences between the products [38,39].

Overall, using a radar chart to simulate benchmark products offers a novel and effective way to visually 

compare and assess the performance of different products across multiple dimensions [40]. It facilitates a 

comprehensive understanding of the product’s strengths, weaknesses, and trade-offs, enabling informed 

decision-making and strategic planning. The approach stated in section 2; section 3 gives Benchmark product 

simulation and risk factors extraction. Section 4 is a factors analysis incorporating the Markov process. Finally, 

section 5 is the future study of Brownian motion and the paper’s conclusion.
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2. Approach

2.1. Data

This research used the dataset from third-party vendors, including 5-year (2017 – 2021) revenues from 8 

companies in the North America Crawler Cranes market. Tadano Ltd, Zoomllon Heavy Industry Science and 

Technology Co. Ltd, Sany Heavy Industry Co. Ltd, Kato Works Co. LTD, Liebherr, Terex Corporation, Altec 

Industries, etc. The dataset is relatively small for the following analysis, so random noise was added to help 

increase the data set size and reduce the risk of over-fitting.

2.2. Process of Analysis

To compare the products of Crawler Cranes and their competitiveness relationship among companies 

Tadano Ltd, Zoomllon Heavy Industry Science and Technology Co. Ltd, Sany Heavy Industry Co. Ltd, Kato 

Works Co. LTD, Liebherr, Terex Corporation, Altec Industries, and other Crawler Cranes manufacturers, this 

article provides a set of analysis of revenues, growth rate, and competition relationship starting with illustrating 

the background of Crawler Crane Market with the introduction of essential market performance, followed by 

collecting data of payments from 7 corporate in the Crawler Cranes market from 2017 to 2021 from a third-party 

data vendor. Then, preprocessed the data by adding random noise since the dataset is relatively small for 

analysis. Visualization, including histograms, boxplots, line charts, etc., helped me understand the data 

distribution and hidden patterns. Then, correlation heatmap and clustering show the competition relationships 

between companies.

Step 1: Standard Normalization and Random Noise Addition Let X be the original data matrix of size N × T, 

where xi,t is the revenue of company I at time t. To normalize the data, we apply standard normalization: Zi,t = (xi,t 

− µi)/σi where µi and σi are the mean and standard deviation of company I over all periods. To add random noise, 

we add a matrix E of size N X T, where each element ei,t is a random value drawn from a normal distribution 

with mean 0 and standard deviation δ? The normalized and noisy data matrix is then given by: Yi,t = Zi,t + ei,t

Step 2: Clustering Analysis: Let D be the pairwise distance matrix between companies, where Di,j represents the 

distance between companies i and j. Then, the clustering algorithm assigns each company I to a cluster ci, 

minimizing the sum of the pairwise distances between companies in the same group. This objective function can 

be written as:

minimize  subject to

Where K is the number of clusters, N is the total number of companies, Ck is the set of companies assigned 

to cluster k, and the second constraint ensures that each company belongs to exactly one cluster.

Step 3: Correlation Analysis To generate a correlation map, we calculate the Pearson correlation coefficient 

between the revenue time series of each pair of companies: ri,j = corr(Yi,Yj) = cov (Yi,Yj)/(σi ∗ σj)

Where cov (Y,Yj) is the covariance between the revenue time series of companies i and j, and σi and sigmaj are 

their respective standard deviations. The correlation coefficients can be visualized as a heatmap to show the 

strength and direction of correlations between the companies.

2.3. Results

2.3.1. Revenue Size and Growth Rate

The frequency distribution chart (Figure 1) provides information about revenue distribution among North 

American crawler crane market companies. There are three clusters, with the most excellent payment having a 

significant advantage over the others. It also shows that Liebherr has a significantly larger market share than any 

other company during the five years, with Terex following closely behind. Additionally, the

chart indicates that Zoomlion has a slightly higher market share than Altec, while Tadano and Sany are 

relatively close in revenue from 2017 to 2019. Moreover, from 2019 to 2021, the top two companies will remain 

dominant, and the third and fourth revenue firms will likely face increased competition. Additionally, it is worth 

mentioning that Kato has the lowest revenue share compared to the other six firms from 2019 to 2021. 

Moreover, the chart indicates that the highest revenue cluster includes Liebherr and Terex, while the group with 
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medium revenue includes Zoomlion and Altec. The low-revenue collection includes Tanado, Sany, and Kato.

The chart (Figure 2) shows the growth rate distribution from 2017 to 2019. According to the frequency 

chart, Liebherr has a tremendous growth rate from 2017 to 2019. Terex has also seen a quite substantial growth 

rate which is around 10% between 2017 and 2019. Except for these two companies, other companies have slow 

growth rate and some even have a declining revenue during this time period.

The Figure 3 shows the revenue growth distribution from 2019 to 2021. In this period, the gap between 

Liebherr’s revenue and other companies’  revenue becomes more pronounced between 2019 and 2021, and the 

revenue difference between Liebherr and Terex is more evident in this time period as well. One thing needs to 

be mention is that the revenue from crawler cranes barely varied across all companies during 2019 to 2021, and 

attribute this to the impact of the 2020 pandemic. This suggests that the pandemic may have had a significant 

effect on the revenue generated by companies in this market.

Compared to the other six firms, the distribution study (Figure 4) reveals that Liebherr had the highest 

revenue and the quickest growth rate from 2017 to 2019. Terex ranked second in revenue in crawler crane 

market and grew significantly as well from 2017 to 2019. Moreover, Altec was expanding more quickly than 

Zoomlion and other companies.

On the contrary, from 2019 to 2021 all companies were seen only modest revenue growth rate according to 

Figure 5 Also, some companies experienced a decline in revenue in 2020 mainly due to the pandemic. The Line 

chart (Figure 6) confirms the results of the previous graphical analysis. The data is normalized using for clear 

presentation. In conclusion, Liebherr’s revenue increased significantly between 2017 to 2019. Terex has the 

second-highest rate of revenue growth from 2017 to 2019. However, between 2019 and 2021, all corporate are 

expected to develop slowly, which the pandemic might impact.

 
Figure 1.　North America Crawler Cranes Market Revenue.

 
Figure 2.　Revenue Growth Rate Distribution from 2017 to 2019.
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2.3.2. Competition Relationship

The heatmap shows the competition relationship between crawler cranes companies. Since 2017 to 2019 and 

2019 to 2021 have significant revenue differences due to the pandemic, the analysis divided the dataset into two 

clusters by period from 2017 to 2019.

The heatmap (Figure 7) provides information about the correlation between the revenue generated by 

different companies in the North American crawler crane market. Tadano and Altec are comparable in this 

analysis from 2017 to 2019 and have a positive connection with Terex and an opposite direction of revenue 

movement with the other five firms. The revenue trend for Liebherr is the same as for Zoomlion and Kato. In the 

correlation table, the positive correlation with Kato has the most significant positive value (0.18). In addition, 

despite Liebherr having a relatively modest positive correlation parameter with Zoomlion, Liebherr’s fast 

growth rate from 2017 to 2019 also benefitted from the positive correlation with Zoomlion, a medium-sized 

business.

Also, Zoomlion’s revenue is positively correlated with the gain of only two companies, both of which are 

large companies, including Liebherr and Terex. In contrast, Sany has a negative correlation with all other 

companies, and Kato has a negative correlation with almost all companies except Liebherr. Regarding Terex, it 

had a negative correlation with half of the firms and a positive correlation with the other half, and the positive 

correlation’s parameter is relatively strong. This is probably because Terex’s revenue increased significantly 

from 2017 to 2019.

From 2019 to 2021, the situation is slightly different. Terex maintained a negative correlation with three 

companies and a positive correlation with three. Still, the negative numbers were large in absolute terms this 

time, especially with Altec’s negative parameters. As a result, it may intensify the drop in Terex’s revenues 

from 2019 to 2021. From the previous positive association with Terex to the current positive association with 

Liebherr alone, Tadano has changed. However, Zoomlion, Sany, Kato, and especially Altec have a more 

profound negative association with Tadano than from 2017 to 2019. Figure 8 shows that Zoomlion has a 

favorable revenue associated with most firms from 2019 to 2021 while only negatively correlating with Tadano 

and Kato. Kato continues to have a positive correlation with only one company these years. This seems to 

explain the decrease in its revenue from 2019 to 2021. Altec has the most significant positive correlation 

magnitude with Kato, and the two most enormous absolute negative numbers correlate with Tadano and Terex. 

According to the cluster analysis (Figure 9), Liebherr and Terex’s revenues have a stronger correlation with 

their historical revenues. Zoomlion and Altec have a stronger correlation in their payments over the same period. 

The remaining three firms’ sales are more closely correlated. Also, it confirms that the two time periods had 

significantly different revenues among the entire industry.

 
Figure 3.　Revenue Growth Distribution from 2019 to 2021.
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Figure 4.　Boxplot of Revenue Distribution from 2017 to 2019.

2.4. Trend Analysis

Performing a trend analysis on the yearly sales data for the seven companies is essential because it allows us 

to identify and quantify the underlying growth patterns and compare the performance of the companies. In 

addition, by separating the shared trend (common market trend) from the company-specific trends, we can better 

understand how each company performs relative to the overall market dynamics. This helps us distinguish 

between companies outperforming or underperforming in the market and identify those with unique growth 

drivers or challenges.

We use Ridge Regression on the sales Data’s sum and mean to estimate the shared trend. Ridge Regression 

is a regularization technique that adds a penalty term to the linear regression model to prevent over-fitting and 

improve model generalization. The choice between sum and mean for calculating the shared trend depends on 

the analysis’s context and objective. For example, the sum captures the total market trend, influenced by the 

total sales of all companies combined. In contrast, the mean captures the average market trend, normalizing the 

effect of different company sizes.

Mathematically, the shared trend can be represented as:

For sum:

Shared_trend_sum ( t) = asum·t + bsum

For mean:

Shared_trend_avg ( t) = aavg·t + bavg

Where t is time (in years), asum and aavg are the slopes of the shared trend lines for sum and mean, respectively, 

and bsum and bavg are the biases for them. Figure 10 is the plot for the trend of the seven companies and the shared 

direction.

Figure 10 is the plot for the trend of the seven companies along with the shared trend Analyzing these trends 

allows us to gain insight into each company’s performance and how common factors influence it.

The Sum Common Trend and Mean Common Trend represent the overall shared trend in the industry, which 

reflects the influence of factors such as market demand, economic conditions, and regulatory changes. From 

2017 to 2021, both the Sum Common Trend and Mean Common Trend increased steadily, indicating a general 

growth in the industry during this period.

Figure 5.　Boxplot of Revenue Distribution from 2019 to 2020.
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Focusing on the company-specific trends, we can observe that Liebherr exhibited a solid upward trend in 

sales, indicating that the company is performing well and gaining market share. This growth can be attributed to 

successful product launches, effective marketing strategies, or expansion into new markets.

In conclusion, analyzing the company-specific and shared trends provides valuable insights into each 

company’s performance within the industry. Companies like Sany, Liebherr, and Altec are showing strong 

growth, while others such as Tadano, Zoomlion, and Kato are experiencing declining trends or facing challenges 

in maintaining their market share. Terex exhibits a stable trend, indicating that the company is strengthening its 

position in the market but growing at a different pace than the overall industry. Understanding these trends can 

help stakeholders make informed investment decisions, business strategies, and potential collaborations.

3. Bechmark Product Simulation and Risk Factors Extraction

3.1. Rader Chart Design Benchmark Product

From the above data exploration, it is clear that Liebherr crawler cranes offer several design advantages that 

make them popular in the construction and heavy-lifting industries, such as:

High lifting capacity: Liebherr crawler cranes are designed to handle heavy loads, with lifting capacities 

ranging from 50 to 3,000 tonnes.

Excellent stability: The crawler tracks on a Liebherr crane provide superior strength and allow the crane to 

operate on various terrains.

Versatile boom configurations: Liebherr crawler cranes can have various boom lengths and attachments, 

including luffing jibs and fixed or lattice booms.

Ease of transportation: Despite their large size and lifting capacity, Liebherr crawler cranes are designed to 

transport effortlessly from one job site to another.

Advanced technology: Liebherr is known for its advanced crane technology, including computerized 

controls, load monitoring systems, and remote monitoring capabilities.

3.1.1. Simulation benchmark product dimensions

Lifting Capacity:

Crane A: “High” lifting capacity compared to other cranes in the benchmark.

Crane B: “Moderate to High” lifting capacity.

Crane C: “Moderate” lifting capacity.

Crane D: “High” lifting capacity.

Crane E: “Moderate to High” lifting capacity.

Stability:

Crane A: “Excellent” stability during operations.

Crane B: “Good” stability.

Crane C: “Very Good” stability.

Crane D: “Very Good” stability.

 
Figure 6.　Growth Analysis of Revenue from 2017 to 2021.

--8



Tian T, et al. J. Comput. Methods. Eng. Appl. 2024, 4(1)

Crane E: “Excellent” stability.

Boom Configurations:

Crane A: “Versatile” boom configurations.

Crane B: “Highly Versatile” boom configurations. Crane C: “Limited” boom configurations.

Crane D: “Highly Versatile” boom configurations.

Crane E: “Versatile” boom configurations.

Transportation Ease:

Crane A: “Relatively Easy” to transport compared to other cranes in the benchmark.

Crane B: “Easy” transportation.

Crane C: “Very Easy” transportation.

Crane D: “Relatively Easy” transportation.

Crane E: “Easy” transportation.

Advanced Technology:

Crane A: “Advanced” crane technology, including computerized controls, load monitoring systems, and 

remote monitoring capabilities.

Crane B: “Highly Advanced” technology features.

Crane C: “Moderate” integration of advanced technology.

Crane D: “Advanced” crane technology.

Crane E: “Highly Advanced” technology features.

By using descriptive labels, the simulated data provides a more qualitative representation of the performance 

or capability of each crane in relation to each dimension. These labels can be further refined or adjusted based 

on specific industry standards, technical specifications, or expert opinions to accurately reflect the 

characteristics of each crane in the benchmark. Table 1 simulated descriptive labels for the five dimensions 

mentioned.

Figure 7.　Heatmap of Competition Relationship from 2017 to 2019.
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Figure 8.　Heatmap of Competition Relationship from 2019 to 2021.

Table 1.　Crane Comparison.

Lifting Capacity

- Crane A

- Crane B

- Crane C

- Crane D

- Crane E

Stability

- Crane A

- Crane B

- Crane C

- Crane D

- Crane E

Boom Configurations

- Crane A

- Crane B

- Crane C

- Crane D

- Crane E

Transportation Ease

- Crane A

- Crane B

- Crane C

- Crane D

- Crane E

High

Moderate to High

Moderate

High

Moderate to High

Excellent

Good

Very Good

Very Good

Excellent

Versatile

Highly Versatile

Limited

Highly Versatile

Versatile

Relatively Easy

Easy

Very Easy

Relatively Easy

Easy

Values
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Advanced Technology

- Crane A

- Crane B

-  Crane C

-  Crane D

-  Crane E 13

Advanced

Highly Advanced

Moderate

Highly Advanced

Highly Advanced

Cont.

Values

Using this simulated data, Figure 11 shows the radar chart plot to visually compare the Benchmark 

product’s different dimensions. The radar chart will show the performance or capability of each crane about 

each size, providing a comprehensive view of their strengths and weaknesses in other areas.

3.2. Risk Factors Extraction

According to McGahan (1999) 36% of the variance in profitability could be attributed to the firms’ 

characteristics and actions [41]. Since all the companies are US local companies with the same political, 

financial, and marketing environments, the firm its own characteristics and actions are the key factors to 

distinguish the products sales performances [42]. Besides risk factors of manufacturers’  revenue, revenue size, 

revenue growth rate, and competition relationship analyzed above because of data availability [43]. There are 

some other factors, such as, Product portfolio: The range of products and services offered by manufacturers, 

including the specifications, features, and performance of heavy machinery equipment [44]; Market share: The 

percentage of market share held by each manufacturer in the industry [45]; Distribution channels: The network 

of dealers, distributors [46]; Brand image and reputation: The perception of the brand by customers and 

stakeholders [47]; Pricing strategies: The pricing of heavy machinery equipment [48]; Technological innovation, 

such as, automation, artificial intelligence, and telematics, to improve the performance and efficiency of heavy 

machinery equipment. External risk factors, such as, economic downturns, trade policies, and geopolitical 

Figure 9.　Cluster Analysis of Revenue in the period 2017 to 2019 and 2019 to 2021.
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tensions [16,49,50]. Since too many facotors known or unknown, we devided all risk factors into two categories: 

Internal Growth Potential and External Competition Dynamics.

4. Markov Chain Approach for Risk Factors Analysis

The relationships among these factors can be complex and interdependent. For example, a company’s 

product portfolio can impact its market share, brand image, and pricing strategies. Technological innovation can 

also impact a company’s product portfolio and brand image. External risk factors, such as economic downturns 

or trade policies, can affect a company’s distribution channels, pricing strategies, and overall competitiveness in 

the market. Therefore, it is important to consider all these factors in a holistic manner when analyzing the 

competitiveness of the North America Crawler Cranes market. The proposed approach, which utilizes clustering 

analysis and correlation analysis of revenue data, can provide insights into these complex relationships and help 

inform marketing decision-making for heavy machinery products.

4.1. Markov Process

Our investigation of the North American Crawler Cranes market employs a Markov chain model to dissect 

the dynamics of company performance and market competition. The Markov chain, with its property of 

memorylessness (P(Xn+1 = x|X1 = x1,X2 = x2,...,Xn = xn) = P(Xn+1 = x|Xn = xn) for all n and x1,x2,...,xn,x), characterizes 

that future state only depends on the current state and not on the sequence of preceding states. This property 

makes it an apt tool for modeling the rapidly evolving and complex market conditions.

Figure 11.　A radar chart comparing the different dimensions of the Benchmark product visually.

Identifying the states: The first step is to determine appropriate states for the Markov chain. For the 

company’s performance, we define three states, namely ’ Declining’, ’ Stable’ , and ’ Growing’. Similarly, for 

 
Figure 10.　Line chart showing the trend analysis for each company.
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market competition, we establish three states - ’Declining Competition’, ’ Stable Competition’, and ’Growing 

Competition’. Hence, we have two sets of states, S = s1, s2, s3 for the company’s performance, and S’ = s1’, 

s2’ , s3’  for the market competition.

Defining transition probabilities and constructing the transition matrices: For both the company’s 

performance and market competition, we define a transition probability matrix, P = pij and P′ = p′
ij, where pij and 

p′
ij represent the probabilities of transitioning from state si to state sj and from state s′i to state s′j respectively. 

These probabilities are computed based on historical sales data. Each row in P and P’ is normalized such that 
P

j pij = 1 and P
j p

′
ij = 1, satisfying the necessary condition of a stochastic matrix.

Calculating the stationary distributions: The stationary distribution of the Markov chains for the 

company’s performance and market competition provides insights into the long-term behavior of the system. 

These are probability vectors π = [π1,π2,π3] and ] that satisfy the conditions

πP = π and π′P′ = π′ respectively. The stationary distributions can be computed using power method or 

eigenvalue-eigenvector approach. Mathematically, π is the left eigenvector of P related to the eigenvalue 1, i.e., 

πP = π, and similarly for π′.

Analyzing the results: The stationary distributions offer a measurable estimate of a company’s long-term 

growth potential (internal performance) and the long-term trend in market competition. The stacked bar charts 

provide a visual comparison of these two aspects for each company, making it a powerful tool for understanding 

the relative positions of different companies in the market. The comparison of the internal growth potential with 

the external competition growth potential using the same color scheme in the stacked bar charts offers an 

intuitive understanding of whether a company is keeping pace with the market competition or not.

This Markov chain-based approach allows us to provide a robust and insightful analysis of the North 

American Crawler Cranes market, thereby informing strategic decision-making processes.

Figure 12 presents the stationary distributions derived from both internal growth models and external 

competition dynamics. For each company, the first and second bars, moving from left to right, signify the 

distribution probabilities for internal growth potential and external competition respectively. The color coding 

used - red, blue, and green - represent declining, stable, and growing states, respectively.

Figure 12.　Stacked Bar Charts Analyzing Each Company’s Internal Growth and External Competition 
Environment.

Upon detailed scrutiny of these distributions, we observe:

1) Internal Growth Potential: Tadano and Kato exhibit the highest long-term probability of internal 

decline. In stark contrast, Sany and Altec display a promising scenario, with substantial probabilities pointing 

towards internal growth and no indication of potential decline. Terex, while demonstrating a growing trend, does 
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carry some probability of experiencing a decline.

2) External Competition Dynamics: With the exception of Terex, all companies show a tendency towards 

a stable competition environment. Terex, however, is likely to encounter a growing competitive landscape.

In conclusion, considering both internal growth potential and external competition dynamics, Sany and 

Altec surface as strong contenders. They exhibit robust internal growth potential, and the likelihood of facing 

increased competition does not appear to be escalating. This rigorous analysis, based on Markov chain models, 

serves as a valuable asset for strategic planning and decision-making in the North American Crawler Cranes 

market.

5. Conclusion and Future Study

5.1. Future Study on Brownian Motion

Brownian motion, also known as the Wiener process, is a stochastic process commonly used in finance and 

economics to model random fluctuation over time. It can also be used to model the relationships among the risk 

factors affecting the crawler crane market. The Brownian motion model can be expressed mathematically as:

Where dXt is the tiny change in the value of factor X at time t, µ is the drift parameter representing the trend 

or average rate of change of X over time, σ is the volatility parameter representing the randomness or 

uncertainty of X over time, dt is a tiny time increment, and dWt is the Wiener process or Brownian motion, 

which is a stochastic process that represents the random shocks or deviations from the trend. To model the 

relationships among the risk factors affecting the crawler crane market using Brownian motion, we can express 

each element as a separate stochastic process with its own drift and volatility parameters and use correlation 

coefficients to represent the degree of interdependence. The joint dynamics of the components can then be 

expressed as a system of stochastic differential equations. For example, let X1,X2,X3 be the stochastic processes 

representing market share, pricing strategies, and technological innovation, respectively, and let p12,p13,andp23 

be the correlation coefficients representing the interdependence among the factors. Then, the joint dynamics of 

the factors can be expressed as:

Where dW1, dW2, anddW3 are independent Wiener processes, and the drift and volatility parameters µi and 

σi are given by:

µ1 = α1 + β12X2 + β13X3 (5) µ2 = α2 + β21X1 + β23X3 (6) µ3 = α3 + β31X1 + β32X2 (7)

σ1, σ2, andσ3 are constants representing the volatility of each factor, and αi, βij are parameters that can be 

estimated from historical data. This model allows us to simulate possible scenarios and estimate the associated 

risks by generating random paths for the factors based on the joint distribution of the Wiener processes and the 

correlation coefficients.

5.2. Conclusion

This paper presents a comprehensive approach to competitiveness analysis and risk factor extraction within 

industrial management and data systems, specifically focusing on the crawler crane market. Competitive 

analysis is pivotal in industrial management as it involves assessing key market players’  strengths and 

weaknesses, including revenue, revenue size, growth rate, and competitive dynamics.

Industrial companies can gain valuable insights into market trends, customer demands, and competitor 

strategies by conducting a thorough competitive analysis. These insights inform decision-making, enabling 

dXt = µdt + σdWt (1) (1)

dX1 = µ1dt + σ1dW1

dX2 = µ2dt + σ2dW2

dX3 = µ3dt + σ3dW3

(2)

(3)

(4)
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businesses to maintain their competitive edge. They provide actionable data to identify areas where 

improvements in products, services, or marketing strategies can be made to outperform competitors.

Furthermore, competitive analysis aids in recognizing potential market threats and opportunities. It helps 

companies develop effective strategies to address these challenges. This may involve identifying unmet market 

needs, evaluating marketing strategies’  effectiveness, and devising innovative products or services to cater to 

evolving customer requirements.

Moreover, this paper outlines various risk factors relevant to industrial management and data systems 

competitive analysis. These factors are a foundation for further research and in-depth analysis, facilitating a 

deeper understanding of the market.

The integration of Markov processes is particularly significant in this field. It enables the capture of the 

dynamic nature of risk factors and their impact on the market, thereby enhancing informed decision-making. By 

incorporating Markov processes, industrial companies can gain a more comprehensive understanding of market 

dynamics, bolster their competitive positioning, and effectively mitigate potential risks.
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